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Abstract The wavelength dependence of the nonlinear absorp-
tion and the third order nonlinear refraction of crystalline silicon
between 2.75 μm and 5.5 μm as well as at 1.55 μm have been
measured. It was found that at all wavelengths multi-photon and
free carrier absorption can be significant. In particular nonlin-
ear absorption can affect silicon devices designed for the mid-
infrared that require strong nonlinear response, such as for the
generation of a supercontinuum.

Nonlinear absorption and refraction in crystalline silicon in
the mid-infrared
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1. Introduction

Silicon is increasingly becoming the dominant photonic
material for signal processing, optical sensing and lab-
on-a-chip [1–3]. However, it is well known that silicon
displays significant two-photon absorption (2PA) in the
telecommunications band centred at 1.55 μm [4, 5] and
this places a limit on the utility of silicon waveguides
for ultrafast signal processing in telecommunications using
third order nonlinear optics. The nonlinear figure of merit,
F = n2/β2PAλ where n2 is the nonlinear refractive index and
β2PA is the two-photon absorption coefficient, determines
the maximum nonlinear phase shift that can be achieved in
a waveguide device. For silicon F ≈ 0.3 − 0.4 at 1.55 μm.
Whilst this is large enough for silicon waveguides to be
used for signal processing based on four-wave mixing, it
is too small for strongly nonlinear processes, for example,
optical switching or supercontinuum (SC) generation for
which F > π is required. Furthermore, free carriers are
generated by 2PA and these add to the total absorption, al-
though this can be mitigated, to some extent, by reducing
the carrier lifetime either by recombination at surfaces [6]
or in the bulk for ion implanted samples [7]; or by sweep-
ing the carriers from the waveguide using a p-i-n structure
[8, 9].
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There have been a number of measurements of n2
and β2P A for silicon for wavelengths between ≈1.2 μm
and 2.3 μm [4, 5, 10]. These authors used very similar
techniques and samples, but reported a range of values
for n2 between ≈ 2.3 − 5.5×10−5 cm2/GW and β2PA ≈
0.45 − 0.8 cm/GW at 1.55 μm. In theory 2PA should be-
come negligible once the photon energy becomes less than
half the optical gap corresponding to wavelengths beyond
≈ 2.2 μm. Whilst measurements showed a large reduction
in 2PA by 2.2 μm they did not demonstrate that the non-
linear absorption completely disappeared. More recently
Pearl et al. [11] measured three-photon absorption (3PA)
in silicon between 2.3 μm and 3.3 μm and showed it was
significant with a maximum 3PA coefficient, β3P A ≈ 0.035
cm3/GW2 at ≈2.8 μm. 3PA would be expected to become
negligible beyond about 3.3 μm, however, the experimental
data did not unequivocally confirm this.

Based on such results it has been widely claimed that
in the mid infrared, beyond the cut-off for 2PA, silicon
becomes a very good third order nonlinear material and
this prediction appears to have been confirmed in recent
experiments. Kuyken et al. [12] showed that a supercontin-
uum could be generated in a silicon waveguide by pump-
ing with 2ps duration 2.12 μm pulses and, very recently,
Lamont et al. [13] reported successful SC generation in
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a dispersion engineered silicon waveguide pumped using
≈300 fs pulses around 2.5 μm. Hence, on the face of it,
nonlinear absorption in silicon appears not to be serious in
the mid-IR.

In this paper we explore the nonlinear optical proper-
ties of silicon focusing particularly on the mid infrared from
2.75 to 5.5 μm where currently measurements are absent.
We find that n2 changes very little as the wavelength in-
creases within this range but more importantly that the non-
linear absorption never disappears. We show that the recent
experiments on mid-IR SC generation in silicon [12, 13]
were performed with experimental parameters where the
effects of nonlinear absorption were relatively small. How-
ever, with slightly different experimental conditions, very
strong nonlinear absorption would have occurred and this
would have prevented SC generation. We demonstrate this
in the following section where we attempted experiments
to generate a mid-IR SC using very similar waveguides to
those of Lamont et al. [13] but where longer pulses were
employed.

This paper is organised as follows. Firstly, we describe
experiments aimed at mid-IR SC generation in dispersion
engineered silicon waveguides which motivated us to mea-
sure nonlinear absorption in silicon at long wavelengths. We
then describe those measurements and discuss the difficul-
ties that are encountered when trying to determine the order
of the nonlinear absorption. Since we found it was essential
to include free carrier effects we include measurements of
the nonlinear properties of silicon at 1.55 μm from which
an accurate value of the free carrier absorption coefficient
was obtained which was then used in analysis of the mid-
IR data. Finally, we present the results of measurements of
the refractive and absorptive nonlinearities in silicon in the
mid-IR and discuss the consequences for experiments, such
as SC generation, that require strong nonlinear response.

2. Mid-IR experiments in SOI waveguides

The results of Kuyken et al. [12] motivated us to try and
extend the SC generated from a silicon waveguide up to the
limit due to absorption for a silicon-on-insulator (SOI) de-
vice at 4.2 μm, much further than the maximum of 2.5 μm
achieved using the 220 nm × 900 nm waveguides em-
ployed in [12]. According to simulations, this required both
a longer wavelength pump and a change of the waveguide
structure to shift the zero dispersion region further into the
mid-IR. Thus, we used a 400 nm thick Si layer and cal-
culated that the zero dispersion wavelength shifted from
1.8 μm to beyond 2.9 μm as the waveguide width was in-
creased from 1.3 μm to 1.85 μm.

Centimetre-long samples were fabricated using the
200mm CMOS line at IMEC. The waveguides were up-
tapered to a width of ≈8 μm at the input and output to
improve coupling. The optical losses had been measured
previously to be ≤3d B/ cm at 3.8 μm [14]. We note that
1.8 μm waveguides wide have a significantly lower non-
linear parameter, γ (= 2πn2/λAeff where Aeff is the area
of the waveguide mode) compared with those used in [12]
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Figure 1 Spectra at the output of a 1.8 μm wide waveguide
pumped with 3.55 μm pulses with peak power in the waveguide
of ≈ 50 W (green); ≈ 100 W (red) and ≈ 250 W (blue).

because of the longer pump wavelength but also because
the mode area is larger. For a pump at 3 μm we calculated
γ to be ≈ 9 W−1m−1 assuming a value for n2 ≈ 3×10−14

cm2/W. This meant that the power required for processes
like SC generation increases to several hundred watts com-
pared with only ≈12.7 W for the 2.12 μm pump [12].

To generate a SC, pulses at 1.5MHz repetition rate from
a mid-IR optical parametric amplifier (OPA) [15] tunable
from 3 μm-5 μm were coupled into the waveguides using
molded chalcogenide lenses. The focal spot at the input
was measured to be between 3 μm and 4 μm in diameter
by imaging it with a NA = 0.85 molded lens onto an InSb
camera. The waveguide output was imaged onto the input
slit of a Newport Cornerstone 0.25 m monochromator fit-
ted with a PbSe detector. The details of the experimental
arrangement were very similar to those reported in [16].
Significant in what follows was the fact that the pulse dura-
tion from the OPA was 7.5 ps and that the maximum single
pulse fluence at the input facet reached 0.2 J/cm2.

Initially we measured the evolution of the output spec-
trum with increasing input power. As the power increased
the spectrum broadened due to self-phase modulation and
the background noise around the pump (caused by fluores-
cence from our high gain OPA) was amplified as expected
by parametric amplification (Fig. 1) indicating the onset of
the modulational instability: a precursor to SC generation.
However, as the input was further increased, the broadening
no longer increased proportionally and, in fact, it became
apparent that the total output power was no longer increas-
ing. This pattern repeated for all input wavelengths within
the transparency range of the waveguide (up to 4.2 μm). As
a consequence we decided to measure the intensity depen-
dence of the waveguide output obtaining the results shown
in Fig. 2(a).

Figure 2(a) shows that initially the output rose almost
linearly with input but once a threshold was passed, cor-
responding to pulse intensities ≈5 GW/cm2 at the input
facet, there was an abrupt and very considerable drop in
transmission. Very clearly a nonlinear process was clamp-
ing the waveguide transmission. At the highest intensities
we could also damage the tapers at the waveguide input.
When this occurred the damage was restricted to a region
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Figure 2 (a) Output vs input intensity at the waveguide facet for 1.7 μm wide SOI waveguides pumped at 3.25 μm and 3.5 μm; (b) a
microscope image of damage at the input facet looking down onto the waveguide from above. The waveguide had been up-tapered to
8 μm width at its input. The damages extended around 8 μm into the waveguide

Figure 3 Nonlinear transmission vs intensity at the input facet for
a 1.7 μm wide SOI waveguide at 3.25 μm, 3.5 μm and 3.75 μm.
The lines are Gaussian fits which, whilst they fit the data very
well, are only included only as guides for the eye.

≈5 μm wide, smaller than the taper width (see Fig. 2(b)).
From curves such as those in Fig. 2(a) we calculated the
intensity dependence of the normalised (to the value at low
intensity) transmission and this is shown for three wave-
lengths in Fig. 3. These curves again illustrate the sudden
switch-on of absorption since the transmission remained
close to unity until a threshold was passed after which it
dropped to as low as 10%. This behaviour is inconsistent
with a single multi-photon absorption process acting alone
since it would result in a more gradual change in transmis-
sion with intensity, especially when time-averaging is taken
into account.

Whilst it is not the purpose of this paper to provide a
complete quantitative explanation of these waveguide mea-
surements, we found in our simulations where we solved the
nonlinear Schrödinger equation using the split step Fourier
method that it was necessary to include three and/or four
photon absorption, free carrier absorption (FCA) and addi-
tionally electron avalanche multiplication to obtain curves
that even remotely reproduced the experiments.

Logically in the wavelength band between 3 μm and
4 μm, 4PA would be the dominant multi-photon process.
However, to our knowledge, there have, so far, been no
measurements of the 4PA absorption coefficients for sil-
icon and even the values for 3PA are not known very
accurately beyond 3 μm [11]. Hence we could only esti-
mate the values for these multi-photon absorption coeffi-
cients by fitting the simulations to the experiments. How-
ever, once a small level of multi-photon absorption occurs,
free carriers are generated and these have an important
effect because the FCA increases with λ2 [17, 18]. How-
ever, whilst including reasonable estimates for 3PA and 4PA
coefficients and including FCA, predicted that the output
would saturate and then start to drop, the calculations failed
to reproduce the dramatic reduction of output shown in
Fig. 2(a).

Recall, however, that the single pulse fluence at the in-
put facet reached 0.1 − 0.2 J/cm2 and this was sufficient
to damage the silicon. According to Pronko et al. [19] and
Vaidyanathan et al. [20] this fluence is enough to cause
electron avalanche multiplication, a process associated with
optical damage in silicon. The avalanche breakdown thresh-
old decreases with increasing wavelength, that is, avalanche
multiplication requires low intensities at long wavelengths.
Thus, we added electron avalanche multiplication to our
code and this rapidly increased the free carrier density
once a certain threshold was exceeded somewhat improving
the trends compared with the experiment. Hence, our best
qualitative explanation of Figs. 2(a) and 3 is that electron
avalanche multiplication dominates the interaction. At low
fluence there are too few electrons to seed the avalanche pro-
cess and, hence, the free carrier density remains low and
the absorption is negligible. The material can be thought
of as “biased” by the AC field into a pre-breakdown state.
Once sufficient seed electrons have been generated by four-
photon absorption, the electron avalanche takes off and this
results in a step increase in the free carrier density causing
a precipitous drop in transmission.

The points to take from this are that, firstly, it is not
safe to ignore the effects of high order multi-photon and
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free carrier absorption in silicon in the mid-IR, at least
in some experimental conditions. Secondly, since the free
carrier lifetime greatly exceeds the pulse duration the num-
ber of free carriers increase with the pulse fluence and,
hence, long pulses will create more seed electrons than short
ones. Hence, for the same maximum intensity, free carrier
effects should be less of a problem with fs compared
with ps pulses. This qualitatively explains why the experi-
ments reported by Lamont et al. [13] on supercontinuum in
waveguides pumped with 300 fs pulses were successful
but ours using 7.5 ps pulses were not. In what follows we
attempt to quantify the nonlinear absorption from trans-
mission measurements on a wafer of intrinsic silicon for
wavelengths between 2.75 μm and 5.5 μm.

3. Nonlinearity and multi-photon absorption
in bulk silicon

In order to quantify the higher order effects we measured
the nonlinear absorption and refraction in a 500 μm thick
double side polished (100) intrinsic silicon wafer. Whilst
our main focus was the mid-IR, we also include a set of
measurements we had performed at 1.55 μm which we used
to obtain as accurate a value as possible for the free carrier
absorption coefficient.

Our experiments used pulses generated by a Quantronix
Palitra OPA pumped by a Clark MXR CPA2001 Ti:sapphire
laser operating at 1 kHz. In the near-IR the signal output
was used for z-scan measurements. The mid-IR beams were
obtained by difference frequency mixing between the signal
and idler outputs and this generated 2−5 mW of average
power at wavelengths between ≈2.75 μm and 5.5 μm. After
appropriate filtering to remove either the idler for the near-
IR measurements or both the signal and idler for the mid-
IR, the beam was truncated with an aperture to improve its
spatial coherence and focused using a 10 cm focal length
CaF2 lens into the sample. Because of residual aberrations
and aperturing, images of the beam using an InSb camera
showed that about 80% of the power was contained in the
central spot. The pulse durations in the mid-infrared were
found to be 190 ± 20 fs from autocorrelation measurements
using two-photon absorption in an InGaAs detector with an
extended IR response to 2.6 μm.

Two slightly different methods of recording the data
were employed in near-IR and mid-IR experiments respec-
tively. In the near-IR the beam transmitted through the sam-
ple was imaged using a Xenics InGaAs camera and a se-
ries of frames were captured as the sample was translated
through the focus. This data was then post processed to
extract open and closed aperture z-scans.

To determine the nonlinearity as well as two-photon and
free carrier absorption coefficients requires careful analy-
sis of both open and closed aperture z-scans using models
that accurately extract the relevant coefficients from the
experimental data. In addition it is normally necessary to
know with accuracy the pulse and beam parameters of the
source used in the measurements to obtain absolute val-

ues for nonlinearity and absorption coefficients. To check
we had correct values for the experimental parameters at
1.55 μm, our z-scan measurements were “calibrated” us-
ing a material whose nonlinearity is known accurately and
where there is no nonlinear absorption to contend with. We
used As2S3 as this reference material since its nonlinear-
ity had been measured accurately by self-phase modulation
in waveguides and found consistently to have a value of
2.9 ± 0.3 × 10−14 cm2/W [21].

In the mid-IR the beam transmitted through the sam-
ple was imaged using a 50mm focal length CaF2 lens onto
a PbSe detector. A similar detector monitored the input
to the sample using the surface reflection from a CaF2
beam splitter. An aperture at the imaging lens could be
closed to convert the detected signal from open to closed
aperture configuration. The closed aperture signal was also
used to determine the peak-to-valley distance, Zp−v , and the
relation Zp−v = 1.7 πω2

o/λ where ωo is the Gaussian elec-
tric field radius, to determine the beam size. We found that
the beam area was essentially independent of wavelength
and had the value πω2

o = 6.6×10−5 cm2.
By closing the aperture at the imaging lens and trans-

lating the sample along the beam axis, we obtained closed
aperture z-scans which could be used to determine the non-
linear refractive index, n2. This was carried out at 500 nm
intervals between 3 μm and 5.5 μm. At each wavelength
several traces were obtained for different intensities allow-
ing �Tp−v to be determined as a function of intensity after
normalisation to the relevant open aperture trace. The slope
of the curve at zero intensity was used to determine the
nonlinear refractive index.

We then proceeded to make the intensity dependent
transmission measurements. Two sets of measurements
were made at each wavelength: one with the sample in the
focus and one with it well away from the focus to check the
linearity of the detectors. To record a data set, the intensity
incident on the sample was varied by slowly rotating the
first of a pair of wire grid polarisers positioned in the input
beam. Data was logged automatically as the intensity was
varied under computer control. Examples of the raw data
are shown in Fig. 4(a). The results of measurements of the
transmission as a function of input intensity and wavelength
are shown in Fig. 4(b). To obtain these curves a large num-
ber of data points representing the output versus input were
first fitted using high order polynomials. The transmission
was then determined using the fitted curves rather than the
raw data. This proved to be the best way to reduce noise
from the transmission measurements which otherwise re-
lied on division of two small signals contaminated by noise
near zero intensity to define unity transmission. An exam-
ple of the raw data and fitting curves is shown in Fig. 4(a)
corresponding to the curve for 4.0 μm in 4(b) shown as the
dashed curve.

It is worth noting that the beam was polarised along
the (110) axis of the silicon for these measurements. We
did observe slight anisotropy in the absorption similar to
that reported in [11] if the sample was rotated around its
(001) axis, however, the change in absorption was only a
few tens of percent and would not change the values of
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Figure 4 (a) Illustration of the procedure used to obtain the transmission data (Fig. 4(b)). Two sets of data were taken at 4.0 μm the
first with the sample in focus (blue) and the second out of focus (red). The data was then fitted with sixth order polynomials (yellow
and orange dashed lines) constrained to have the same slope at zero intensity. The resulting curves were then divided to obtain the
transmission shown as the green line. (b) Measured transmission for wavelengths between 3 μm and 5.5 μm at 0.5 μm intervals.

the absorption coefficients to within the accuracy of the
experiments.

4. Nonlinear properties at 1.55 μm

The data collected in the mid-IR has to be analysed to
extract the levels of both free carrier and multi-photon
absorption. This is complicated by the fact that more than
one multi-photon process may be present and due to uncer-
tainty in the value of the free carrier absorption coefficient.
These difficulties are reduced in the near-IR where only
2PA should be present and where free carrier effects are rel-
atively well understood. Nevertheless, values for the third
order nonlinearity and β2PA determined from almost iden-
tical experiments by different authors still differ by more
than a factor of 2 [4, 5, 10] and this also places some un-
certainty on the level of free carrier absorption. As a result
we decided to analyse our z-scan measurements at 1.55 μm
in detail to extract n2, β2PA and the free carrier absorption
coefficient, σFCA.

There are several possible factors, apart from experi-
mental uncertainties, that could account for discrepancies
between values obtained by different authors using nom-
inally identical experiments. The first factor is the use
of a simplified model to fit the experimental z-scan data
[4, 10, 22]. When β2P A = 0 this model is a good approxi-
mation even for relatively large values of nonlinear phase
change. However, as 2PA increases the functions are only
accurate when β2PAILeff � 1. From our analysis we find
that the error is around 5% when β2PAILeff = 0.1, and 13%
when β2PAILeff = 0.2. In materials like silicon, As2Se3, and
III-V semiconductors which display relatively strong 2PA,
this implies the measurements must be made at low intensi-
ties and in such conditions the data becomes contaminated
by noise which makes it difficult to obtain accurate es-
timates of either n2 and β2PA. A second factor that can

introduce errors is the assumption that FCA is negligi-
ble but this is not the case, even with ultrashort pulses,
when high intensities are used to reduce the effects of
the noise.

An accurate z-scan model was provided in the original
work of Sheik-Bahae et al. [23], however, this formalism
does not include the effects of FCA. Furthermore, the gen-
eration rate for the free carriers depends on the local in-
stantaneous beam intensity but, because the carrier lifetime
is much longer than the pulse duration, the number of free
carriers accumulates over the pulse and is, therefore, pro-
portional to the fluence. Thus, it is not possible to develop a
simple analytic model to describe the effect of free carriers
for even the open aperture z-scan signal. Thus we resorted
to numerical techniques to analyse the open aperture data.
Since we operated in the “thin sample” regime we could
neglect diffraction and self-focussing but included the ef-
fects 2PA and absorption due to the free carriers created by
2PA at a rate given by:

∂ N (z, r, t)

∂t
= 2πβ2P A I (z, r, t)2

2hω
− N (z, r, t)

τ
(1)

where N (z, r, t) is the radial and time dependent car-
rier density at a particular distance, z along the
z-scan direction corresponding to a beam intensity
I (z, r, t).

Open aperture data was recorded over a range of intensi-
ties up to ≈ 30 GW/cm2 and the scans fitted with numerical
models including only 2PA or both 2PA and FCA. Exam-
ples of the fitted curves are show in Fig. 5(a,b) for two
different intensities. As is evident, whilst at low intensity
the open aperture curves are well-fitted by 2PA alone as the
intensity increases past about 10 GW/cm2 FCA has to be
added to fit the experimental data. Fig. 5(c) plots the mea-
sured variation of 1/T as a function of intensity compared
with the calculated variation for 2PA alone (red curve) and
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Figure 5 (a,b) Open aperture z-scans recorded at 1.55 μm at the two intensities circled in green are shown in 5(c). The black dots
are the experimental data; the red line is a curve fit using 2PA alone and the blue dashed lines are curve fits including both 2PA and
FCA. 5(c) Inverse transmission is plotted as a function of maximum intensity with fits to 2PA alone and 2PA plus FCA. 5(d,e) Closed
aperture z-scans recorded at 1.55 μm at the two intensities circled in green in 5(f). The black dots are the experimental data; the
red line is a curve fit using 2PA alone and the blue dashed lines are curve fits including both 2PA and FCA. 5(f) �T/T is plotted as a
function of maximum intensity with fits to 2PA alone (red line) and 2PA plus FCA (blue dashed line).

including 2PA and FCA (blue dashed curve). This shows
it is essential that FCA is included to obtain a satisfactory
fit over the full intensity range. From these data we obtain
β2PA, of 1.03 × 10−11 m/W and σFCA = 1.45 × 10−17 cm2.
It is worth noting that our value for σFCA is consistent with
that obtained by Boggess et al. [27], Schroder et al. [28] and
Svantesson [29] assuming that σFCA scales proportional to
λ2. In additional our value is consistent with that reported
by Cutolo et al. at 1.55 μm.

From Fig. 5(c) we found that FCA is insignificant at
intensities <10 GW/cm2 and, hence, we could analyse the
closed aperture traces using the full z-scan model descibed
by Sheik-Bahae [23] in this range. Figure 5(d,e) shows
fits to the experimental data based on the Kerr nonlinearity
combined with 2PA (blue dashed line) and without 2PA (red
line). Figure 5(f) demonstrates an excellent fit is obtained
using the value of β2PA deduced from the open aperture
trace and with n2 = 6.7 ± 0.6 × 10−14 cm2/W.
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Figure 6 Measured third order nonlinearity, n2, at infrared wave-
lengths combining our results (in blue) with those of Bristow [4]
(red). The dotted line is a Lorentzian fit used simply as a guide
for the eye.

5. Nonlinear properties in the mid-IR

The values we found for n2 versus wavelength in the mid-IR
are shown in Fig. 6 where we have also added the data from
[4] for the near-IR and our measurement at 1.55 μm. We
found that between 3 and 5.5 μm the nonlinearity dropped
only very slightly with wavelength and had an average value
around 2.7 ± 0.5×10−14 cm2/W. This is qualitatively con-
sistent with the results of Dinu [24] who predicted that for
�ν/Eig ≈ 0.2 − 0.3 the nonlinearity changes quite slowly
with wavelength, here Eig is the indirect band gap of sili-
con and ν the frequency. Our value for n2 at 1.55 μm lies
within the range reported by Bristow et al. [4], so com-
bining their results and ours suggests that the nonlinearity
peaks at 1.2×10−13 cm2/W at 1.8 μm before then dropping
progressively to ≈3×10−14 cm2/W at 3 μm.

6. Analysis of the transmission experiments

Figure 4(b) demonstrates that at all wavelengths the trans-
mission decreased with increasing intensity and, in general,
it decreased earlier for the shorter wavelengths. This con-
firmed that nonlinear absorption indeed occurred, and the
issue now becomes how to analyse these results to extract
the multi-photon (and free carrier) absorption.

Several authors have discussed the analysis of trans-
mission measurements to determine high order nonlinear
absorption demonstrating that this is a far from trivial task
once spatial and temporal averaging over the pulse and
beam profiles have been taken into account [23, 25]. The
main difficulty arises from the fact that after such averaging
the transmission curves for different orders of nonlinear ab-
sorption become very similar. The main approach has been
to plot the inverse transmission (1/T )n−1 against intensity
I n−1 since this should produce a linear relationship only
for a specific value of n: the order of the multi-photon
absorption. Unfortunately, spatial and temporal averaging
also means that the linear region only exists for very small
deviations of the transmission from unity (1/T < 1.1) [25]
and in our experiments even using hundreds of data points

and averaging, noise contaminated the data in this range.
Thus, the best approach appeared to compare the over-
all shape of the complete curves to calculations. There are,
however, some additional complications: firstly, free carrier
absorption needs to be taken into account and, secondly, at
some wavelengths contributions to the absorption can occur
from both n-photon and (n + 1)-photon processes simulta-
neously. Wherrett [26] provided simplified scaling curves
for direct-gap semiconductors which demonstrated this,
however, to our knowledge similar results are not available
for indirect gap materials like silicon except for 2PA [10].
Nevertheless, based on Wherrett’s results, around 3 μm one
might expect both 3PA and 4PA; around 4 μm both 4PA and
5PA; and around 5 μm both 5PA and 6PA. As a result we
could only fit our data to models of 3-, 4-, 5- and 6-photon
absorption assuming that only the single most likely multi-
photon process occurred at each wavelength and from this
estimate the multi-photon absorption coefficients.

To model the transmission behaviour we used the same
computer code used to calculate 2PA at 1.55 μm modified
for n-photon absorption and including FCA. To quantify
the absorption due to free carriers we used the value of
σFCA(1.55 μm) = 1.45 × 10−17(cm2) extracted from the z-
scan at 1.55 μm and scaled this to longer wavelength using
the relation σFCA(λ) = σFCA(1.55 μm) × (λ( μm)/1.55)2.

In Fig. 7(a-c) we show examples of measured and cal-
culated transmissions corresponding to different orders of
nonlinear absorption and for several different wavelengths.
The values of the nonlinear absorption coefficients obtained
from the fitted curves are tabulated in Table 1 and include
uncertainties from two sources. Table 1 estimates the un-
certainty due to the standard errors from least squares fit-
ting of theoretical curves to our data. In addition there is
an uncertainty of about ± 15% in the absolute values of
the intensity. In this latter case the uncertainty in the ab-
sorption coefficient depends on the order of the multi pho-
ton process. For 3PA the uncertainty is (−28%, +32%);
for 4PA it becomes (−40%, +60%;) and for 5PA it is
(−50%, +75%). With these uncertainties in mind, we found
that at 4.5 μm, a convincing fit to 5−photon absorption
was obtained with an estimated absorption coefficient of
1.4 ± 0.4×10−6 cm7/GW4. At 3.75 μm a very good fit
was obtained to 4-photon absorption with a coefficient of
3.6 ± 0.9×10−4 cm5/GW3. By 2.75 μm the fit is reason-
able to 3-photon absorption with a value of 2 ± 0.5×10−2

cm3/GW2. In the regions around 4μm and 5 μm the fits
were somewhat poorer whilst at 5.5 μm no satisfactory fit
could be obtained to the anticipated 6-photon absorption.

In Figs. 7(d-f) we have plotted the calculated nonlinear
transmission using the values for the n-photon absorption
coefficient from Table 1 at 3 μm, 4 μm and 5 μm with and
without FCA. These demonstrate that FCA is significant
in all conditions of these experiments. Depending on the
wavelength, FCA increases the absorption by ≈ ×1.25 at
3.0 μm and ≈ ×2 at 5 μm: that is FCA gets bigger at the
longer wavelengths. Taken in conjunction with the data of
Fig. 8, short pump wavelengths are preferable to minimise
FCA and operating at 3.25 μm should result in the lowest
total nonlinear absorption.
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Figure 7 (a) Experimental data (red) and fitted curve (blue dotted) for 3PA at 2.75 μm; (b) Experimental data (red) and fitted curve
(blue dotted) for 4PA at 3.75 μm; (c) Experimental data (red) and fitted curve (blue dotted) for 5PA at 4.5 μm; (d) A comparison the
predicted absorption with both FCA and 3PA (red) and 3PA alone (orange) at 3.0 μm; (e) A comparison the predicted absorption with
both FCA and 3PA (red) and 4PA alone (orange) at 4.0 μm; (f) A comparison the predicted absorption with both FCA and 3PA (red)
and 5PA alone (orange) at 5.0 μm;

Table 1 Nonlinear absorption coefficients. The values in red correspond to the expected dominant n-th order nonlinear absorption at
a particular wavelength, whilst those in black represent the value assuming the (n-1)th order absorption occurred.

Wavelength (μm) β3(cm3/GW2) β4(cm5/GW3) β5(cm7/GW4) β6(cm9/GW5)

2.75 2.0 ± 0.5 × 10−2 - - -

3.0 4 ± 1 × 10−2 - - -

3.25 2 ± 0.5 × 10−3 1 ± 0.25 × 10−4 - -

3.5 - 3.5 ± 0.9 × 10−4 - -

3.75 - 3.6 ± 0.9 × 10−4 - -

4.0 - 3 ± 0.75 × 10−5 - -

4.25 - 6 ± 1.5 × 10−5 2 ± 0.5 × 10−6 -

4.5 - - 1.4 ± 0.4 × 10−6 -

4.75 - - 8 ± 4 × 10−7 -

5.0 - - 5 ± 1.3 × 10−7 -

5.25 - - 1.6 ± 0.4 × 10−7 -

5.5 - - poor fit ≈ 7 × 10−8 poor fit

The numbers in Table 1 might, on initial inspection,
seem rather small. However, take the value at 3.75 μm
as an example. In a waveguide the absorption coefficient
due to nonlinear absorption will be roughly 10 dB/cm at
14 GW/cm2. For the waveguide used in our experiments
the mode area at 3.75 μm was ≈0.83 μm2 and hence this
corresponds to 116W in the waveguide. Using this power,
the nonlinear phase shift can be calculated to be < 3 radians.

Within the wavelength range where each n-photon pro-
cess is expected to operate, the data indicates that there are
maxima in the values of the coefficients at ≈ 3 μm for 3PA;
≈ 3.75 μm for 4PA and ≈ 4.25 μm for 5PA. These are qual-
itatively consistent with the scalings predicted by Wherrett
[26] for direct gap semiconductors. This suggests there may
be “sweet spots” for experiments. This is illustrated in Fig. 8

where we plot the relative absorption due to 3PA, 4PA and
5PA versus wavelength for an intensity of 20GW/cm2. As
is evident the loss is smallest around 3.25 μm and 4 μm
and beyond about 4.75 μm. Since the nonlinearity, n2 is not
changing much across this wavelength range, significantly
larger nonlinear phase change can be expected by operating
near these minima.

7. Discussion

Our results demonstrate that nonlinear absorption exists in
silicon across a major part of its transparency range. Just
over a four-fold increase in intensity is all that is needed

C© 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.lpr-journal.org
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Figure 8 Calculated loss using the values from Table 1 for three
(blue), four (red) and five (green) photon absorption for an inten-
sity of 20GW/cm2 as a function of wavelength

to reach the same absorption from 5PA at 5 μm as was
obtained by 3PA at 3 μm. On the basis of Table 1 we can
see that the absorption coefficients generally decrease with
increasing wavelength. The trouble is, however, that they
do not drop fast enough to compensate for the increasing
scaling with intensity since a 5PA process, for example,
the absorption coefficient increases with I 4 and, thus, a
relatively small increase in intensity is all that is required
to recover a high level of absorption. In addition the FCA
is strong at long wavelengths.

This has a serious consequence for some waveguide de-
vices since as we move further into the infrared the intensity
required to achieve a specific nonlinear phase change in-
evitably increases in proportion to wavelength and inversely
with nonlinearity. As evident in Fig. 6, n2 does not change
very much between 3 μm and 5 μm but on the basis of
these and Bristow’s results [4] between 2 μm and 3 μm,
the nonlinearity drops by a factor of 3-4 so the intensity re-
quired to produce the same nonlinear phase shift increases
by more than a factor of 5 over this range. The end result is
that the nonlinear absorption remains strong if a large value
of nonlinear phase shift must be generated as is the case
for SC generation. For other processes where the required
nonlinear phase shift is smaller, for example those based
on four wave mixing, nonlinear absorption can be avoided
provided the maximum intensity is limited, for example, by
using a long device.

Nonlinear loss is, therefore, not always dominant as
evidenced by the successful experiments of Lamont et al.
[13]. If we compare Figs. 3 and 4(b) we can see that re-
ducing the pulse duration from 7.5 ps to 250 fs increases
the threshold for strong absorption by about an order of
magnitude. Clearly this suggests that short pulses will be
essential to achieve strong nonlinear effects. Of course in
these two examples the propagation length was also quite
different (1cm c.f. 0.05 cm) and this alone could affect the
observed absorption. To clarify this we modelled the trans-
mission of a 1 cm long waveguide assuming a linear loss of
3 dB/cm pumped at a wavelength of 3.25 μm with pulses of
300 fs, 1 ps, 3 ps and 10 ps and plot the power-dependent
transmission in Fig. 9. We considered two cases: one corre-
sponding to a situation where the waveguide dispersion was

Figure 9 Calculated transmission for 1cm long, 1.8 μm wide
×0.4 μm thick air clad silicon waveguide pumped at 3.25 μm with
different pulse durations assuming a 4PA absorption coefficient
of 1 × 10−4 cm5 GW3 and FCA. (a) Normal dispersion of 0.54
ps2/m; (b) anomalous dispersion of −0.54 ps2/m. The case of the
300 fs pulse is highlighted using the dot dashed line in red.

normal, and the second when it was anomalous. For these
simulations we used a numerical code to solve the nonlin-
ear Schrödinger equation using the slit-step Fourier method
including the effects of linear as well as high order nonlin-
ear absorption and free carrier absorption but neglecting
avalanche multiplication.

In the case of normal dispersion in Fig. 9(a) the absorp-
tion starts at lower and lower powers as the pulse duration is
increased. For the shortest pulse the free carrier contribution
is very small and hence high intensities can be used limited
only by 4PA. However, as the pulse gets longer the free
carrier concentration accumulates during the pulse leading
to a marked increase in absorption. For a 30 ps duration
pulse the transmission drops by 3 dB at about 14 GW/cm2

compared with about 60 GW/cm2 at 300 fs. These results
qualitatively confirm the trends from Figs. 3 and 4(b).

The case of anomalous absorption is an interest-
ing one and is shown in Fig. 9(b). In this case the
trends for Fig. 9(a) are repeated for the pulses of 1 ps
or longer but in the case of the 300 fs pulse 3 dB absorption
occurs at about half the intensity compared to the case of
normal dispersion. We can understand this behaviour by
examining the pulse dynamics as it propagates along the
waveguide. Pulses <1 ps in duration, undergo compression
and soliton fission, that is the soliton fission length becomes

www.lpr-journal.org C© 2013 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



LASER & PHOTONICS
REVIEWS

10 X. Gai et al.: Nonlinearity of silicon in the mid infrared

2 3 4 5
-200

-150

-100

-50

0

Wavelength (nm)

In
te

ns
ity

 (d
B)

0.3ps
1ps
3ps

Figure 10 Simulated output spectra for a 1 cm long, 1.8 μm
wide ×0.4 μm thick air clad silicon waveguide for different pulse
durations assuming 4 PA absorption coefficient of 10−4 cm5GW3

and FCA for anomalous dispersion of −0.54 ps2/m. The input
power was 153 W, 235 W and 185 W at 0.3 ps, 1 ps and 3 ps
respectively which corresponds to the powers that produce 3 dB
of nonlinear loss in the waveguide at each pulse duration.

less than the device length. As this occurs the local pulse
intensity rises due to pulse compression above the input
intensity and this has the effect of enhancing the nonlinear
absorption. At the same time this means that the spectrum
has broadened. This is illustrated in Fig. 10 where we plot
simulated spectra for three different pulse durations using
input intensities which lead to 3 dB of nonlinear loss. What
is very clear here is that the spectrum is significantly broad-
ened for the shortest pulses suggesting that SC generation
is possible in this regime.

Of course reducing the intensity required to achieve
a strong nonlinear response will always help reduce the
impact of a high-order multi-photon process. This can be
achieved by increasing the device length, provided of course
the linear losses are small enough. In our current waveg-
uides the losses were up to 3 dB/cm and this needs to be
reduced to perhaps 1 dB/cm to usefully increase the effec-
tive device length, Leff .

8. Conclusions

In this paper we present the first measurements of the
third order optical nonlinearity of silicon as well as the
multi-photon absorption coefficients in the mid-IR. We
find that the third order nonlinear refractive index averages
2.7 ± 0.5 × 10−14 cm2/W between 3 μm and 5 μm chang-
ing very little with wavelength. This compares with the
value we also measured at 1.55 μm of 6.7 × 10−14 cm2/W,
which is within the range reported by Bristow et al. [4].
Most importantly we found that 3-, 4- and 5-photon ab-
sorption are all present at levels that can affect devices that
require a strong nonlinear response, such as those used for
supercontinuum generation.

Because multi-photon absorption is always associated
with the creation of free carriers whose absorption increases
in proportion to λ2, damaging levels of nonlinear absorption
are more likely when using long (10 ps) laser pulses which
accumulate large numbers of free carriers during the pulse.

Femtosecond pulses are less affected by free carriers and,
hence, offer the possibility of larger nonlinear response due
to lower total absorption, at least in devices where the dis-
persion is normal. When the dispersion is anomalous things
become more complicated because soliton pulse compres-
sion can increase the local intensity enhancing the nonlinear
loss.

In the context of the successful experiments reported
by Kuyken et al. [12] and Lamont et al. [13] on mid-IR SC
generation, we note that Kuyken et al. used shorter pulses
than those used in the experiments in section 2, and also
a wavelength and waveguide where the nonlinear param-
eter was very much larger than at 3.55 μm. Furthermore,
operating at 2.15 μm corresponds to the transition region
between 2PA and 3PA which by analogy with the trends
shown in Fig. 8 should be a “sweet spot” where the non-
linear absorption is small relative to that at either shorter or
longer wavelengths. At 2.15 μm the effect of FCA is also
reduced.

In the work by Lamont et al. [13] ultrashort pulses were
used and as we have shown these minimise FCA. Addition-
ally at 2.5 μm the waveguide nonlinear parameter should
also be significantly larger than at 3.55 μm due to an in-
creasing n2 and the inverse dependence of the nonlinear
parameter on wavelength. Thus, it appears these experi-
ments were also performed in conditions where nonlinear
absorption was relatively small. However, according to the
results presented here, even a quite small change in the
experimental parameters could change this drastically.

To conclude we emphasise that it is not safe to assume
that nonlinear absorption in always negligible in silicon
photonic devices operating in the mid-IR particularly if
a strong nonlinear response is required (F � π ). Careful
attention should be paid to experimental parameters such
as the pulse duration and wavelength of the pump source
to minimise the impact of nonlinear absorption. In addi-
tion long (2-3 cm) low loss (<1dB/cm) devices are key
to achieving large nonlinear optical response at the lowest
possible intensity which can mitigate nonlinear loss.
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