Abstract
An overview is presented of the current state-of-the-art in silicon nanophotonic ring resonators. Basic theory of ring resonators is discussed, and applied to the peculiarities of sub-micron silicon photonic wire waveguides: the small dimensions and tight bend radii, sensitivity to perturbations and the boundary conditions of the fabrication processes. Theory is compared to quantitative measurements. Finally, several of the more promising applications of silicon ring resonators are discussed: filters and optical delay lines, label-free biosensors, and active rings for efficient modulators and even light sources.
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1. Introduction
Silicon photonics has become one of the most promising photonic integration platforms in the last years. This can be mainly attributed to the combination of a very high index contrast and the availability of CMOS fabrication technology [1], which allows the use of electronics fabrication facilities to make photonic circuitry [1–5]. Passive silicon waveguide structures have shown an unprecedented reduction in footprint of waveguides, and especially wavelength-selective devices [6,7]. Ring resonators are a prime example of this. In addition, over the past years there have been many demonstrations of integrated active devices including modulators [2, 8, 9], Germanium-based photodetectors and even III-V integrated sources and detectors [10–13].

Ring resonators play an important role in the success of silicon photonics, because silicon enables ring resonators of an unprecedented small size. A generic ring resonator consists of an optical waveguide which is looped back on itself, such that a resonance occurs when the optical path length of the resonator is exactly a whole number of wavelengths. Ring resonators therefore support multiple resonances, and the spacing between these resonances, the free spectral range (FSR), depends on the resonator length. As we will discuss in Sect. 4, for many applications it is preferred to have a relatively large FSR (several nm), and this implies the use of small rings. This translates into a very hard requirement for the optical waveguide: to make a compact ring, a small bend radius is required, and this in turn is only possible with high-contrast waveguides with strong confinement. Some examples of Silicon ring resonators are shown in Fig. 3.

Because of the very high refractive index contrast between silicon and its oxide (or air), single-mode strip waveguides (so-called photonic wires) can have bend radii below 5 μm. This allows for extremely compact rings, even with an FSR over 20 nm at telecom wavelengths around 1550 nm. This is in stark contrast with lower contrast material systems where rings need to be much larger.

A ring resonator as a stand-alone device only becomes useful when there is a coupling to the outside world. The most common coupling mechanism is using codirectional evanescent coupling between the ring and an adjacent bus waveguide. As will be discussed in more detail in the next section, the transmission spectrum of the bus waveguide with a single ring resonator will show dips around the ring resonances. This way, the ring resonator behaves as a spectral filter, which can be used for applications in optical communication, especially wavelength division multiplexing (WDM). Alternatively, these ring spectra can by used for sensing: as we will discuss in Sect. 2.5, the position and the shape of the resonance dips are very sensitive to a variety of effects, which can be detrimental (stability of a filter) or advantageous (as a sensor, or for tuning). We will discuss some applications in Sect. 4.

In this paper we will give an overview of the field of silicon microring resonators. We will start with a brief theoretical discussion of general ring resonator properties, and expand that to explore the parameters that might influence a silicon microring: this will indeed show that the use of high-contrast silicon comes with benefits, but also with significant drawbacks with respect to tolerances. To illustrate the various effects we show measurements in our own lab.
However, in many cases similar results were obtained by other groups. Finally, we discuss possible applications of ring resonators, with a focus on optical delay lines, biosensors and active rings.

### 2. Properties of a ring resonator

Before going into detail into the specifics of silicon microring resonators, we first discuss the generic properties of ring resonators. This will help us to further understand the unique possibilities, as well as the limitations of silicon microrings.

Optical microresonators are extensively described in literature [6, 14, 15]. In general a ring resonator consists of a looped optical waveguide and a coupling mechanism to access the loop. When the waves in the loop build up a round trip phase shift that equals an integer times $2\pi$, the waves interfere constructively and the cavity is in resonance.

In what follows, we will briefly summarize all concepts and formulas that are needed to describe the functional behavior of ring resonators.

#### 2.1. All-pass ring resonators

In its simplest form a ring resonator can be constructed by feeding one output of a directional coupler back into its input, the so-called all-pass filter (APF) or notch filter configuration (see Fig. 2A). The term *ring resonator* is typically used to indicate any looped resonator, but in the narrow sense it is a circular ring. When the shape is elongated with a straight section along one direction (typically along the coupling section) the term *racetrack resonator* is also used. We will use ring resonator throughout this paper, but most derivations and results apply to racetracks and loops of other shapes.

The basic spectral properties of an APF ring resonator can easily be derived by assuming continuous wave (CW) operation and matching fields. Under the assumption that reflections back into the bus waveguide are negligible (which is not necessarily the case in a silicon wire, see Sect. 2.6), we can write the ratio of the transmitted and incident field in the bus waveguide as [14]

$$\frac{E_{\text{pass}}}{E_{\text{input}}} = e^{i(\pi + \phi)\frac{L}{2}} \frac{a - re^{-i\phi}}{1 - ra e^{i\phi}}. \tag{1}$$

$\phi = \beta L$ is the single-pass phase shift, with $L$ the round trip length and $\beta$ the propagation constant of the circulating mode. $a$ is the single-pass amplitude transmission, including both propagation loss in the ring and loss in the couplers. It relates to the power attenuation coefficient $\alpha$ [1/cm] as $a^2 = \exp(-\alpha L)$. By squaring Eq. (1), we obtain the intensity transmission $T_n$ (we use subscript $n$ from *notch* not to confuse with the pass transmission $T_p$ from an add-drop filter in the next paragraph):  

$$T_n = \frac{I_{\text{pass}}}{I_{\text{input}}} = \frac{a^2 - 2ar \cos \phi + r^2}{1 - 2ar \cos \phi + (ra)^2}. \tag{2}$$

$r$ is the self-coupling coefficient. Similarly, we can define $k$ as the cross-coupling coefficients, and so $r^2$ and $k^2$ are the power splitting ratios of the coupler, and they are assumed to satisfy $r^2 + k^2 = 1$, which means there are no losses in the coupling section. This assumption can introduce a small error on the transmission power levels. The width of the resonance remains correct, as long as the losses that are
introduced by the couplers are included in the resonator round trip loss coefficient $a$.

We find the ring to be on resonance when the phase $\phi$ is a multiple of $2\pi$, or when the wavelength of the light fits a whole number of times inside the optical length of the ring:

$$\lambda_{\text{res}} = \frac{n_{\text{eff}}L}{m}, \quad m = 1, 2, 3, \ldots$$  \hspace{1cm} (3)

For ideal cavities with zero attenuation, $a \approx 1$, the transmission is unity for all values of detuning $\phi$. Under critical coupling, when the coupled power is equal to the power loss in the ring $1 - a^2 = k^2$ or $r = a$, the transmission at resonance drops to zero. The phase argument of the field transmission varies periodically with frequency. All-pass resonators delay incoming signals via the temporary storage of optical energy within the resonator.

From Eq. (1) we can also calculate the effective phase shift $\theta$ induced by the ring resonator:

$$\theta = \pi + \phi + \arctan \frac{r \sin \phi}{a - r \cos \phi} + \arctan \frac{ras \sin \phi}{1 - r a \cos \phi}. \hspace{1cm} (4)$$

The phase response for a ring with no intrinsic losses ($a = 1$) is plotted in Fig. 3 for different values of the self-coupling coefficient $r$. We see that for strong self-coupling (good resonances) the phase response becomes very steep near the resonance. A ring resonator can thus add a significant wavelength dependent phase shift, which, as we will discuss in Sect. 4.2, can be used to slow down light in an optical buffer. In the bottom part of Fig. 3 we see the phase response for different values of $a$ (intrinsic ring loss) and a fixed $r = 0.85$. We see that for $r = a$ (critical coupling), the transmission experiences an abrupt $\pi$ phase shift at the resonance wavelength. However, for $r < a$ (overcoupling), the transmission experiences continuous positive phase de-
lay, while for $r > a$ (undercoupling) the phase shift near the resonance shows a strong decrease, which is plotted as a $2\pi$ phase shift in Fig. 3b [16].

2.2. **Add-drop ring resonators**

When the ring resonator is coupled to two waveguides, the incident field is partly transmitted to the drop port (see Fig. 2B). The transmission to the pass and the drop port can also be derived from CW operation and matching the fields.

\[
T_p = \frac{I_{\text{pass}}}{I_{\text{input}}} = \frac{r_1^2 a^2 - 2r_1r_2a\cos \phi + r_2^2}{1 - 2r_1r_2a\cos \phi + (r_1r_2a)^2}, \tag{5}
\]

\[
T_d = \frac{I_{\text{drop}}}{I_{\text{input}}} = \frac{(1-r_1^2)(1-r_2^2)a}{1 - 2r_1r_2a\cos \phi + (r_1r_2a)^2}. \tag{6}
\]

If the attenuation is negligible ($a \approx 1$), critical coupling occurs at symmetric coupling ($k_1 = k_2$). For a lossy resonator, critical coupling occurs when the losses match the coupling as $r_2a = r_1$.

2.3. **Spectral characteristics**

The characteristic parameters are indicated in Fig. 4. They depend on the losses and coupling coefficients and can be extracted directly from the formulas for transmission (2), (5), and (6). The results are listed below. In Sect. 3.3 we will perform the reverse operation: starting from the measured spectral characteristics, the losses and coupling coefficients of SOI ring resonators will be determined.

From expressions (2), (5), and (6) we can derive the full width at half maximum (FWHM) of the resonance spectrum for an all-pass ring resonator:

\[
\text{FWHM} = \frac{(1-ra)\lambda^2\text{res}}{\pi n_g L \sqrt{r_2a}}. \tag{7}
\]

and for an add-drop ring resonator configuration:

\[
\text{FWHM} = \frac{(1-r_1r_2a)\lambda^2\text{res}}{\pi n_g L \sqrt{r_1r_2a}}. \tag{8}
\]

Within a first order approximation of the dispersion, the wavelength range between two resonances or free spectral range (FSR) in function of wavelength equals:

\[
\text{FSR} = \frac{\lambda^2}{n_g L}. \tag{9}
\]

with $L$ the round trip length. The strong confinement in SOI wires allows for very sharp bends (radius down to $3 \mu m$) with still low radiation. This largely increases the potential FSR of SOI ring resonators as compared to conventional optical resonators.

Note that in both FWHM and FSR we find the group index in the denominator, not the effective index $n_{\text{eff}}$. The group index takes into account the dispersion of the waveguide and is defined by

\[
n_g = n_{\text{eff}} - \frac{\lambda_0}{n_{\text{eff}}} \frac{dn_{\text{eff}}}{d\lambda}. \tag{10}
\]

The group index, and the corresponding group velocity $v_g = \frac{c}{n_g}$, describes the velocity at which the envelope of a propagating pulse travels and is a characteristic of a dispersive medium (or waveguide).

The on-off extinction ratio of the through port transmission is equal to $\frac{T_i}{R_{\text{min}}}$. For an APF ring configuration, we get for $T_i$ and $R_{\text{min}}$:

\[
T_i = \frac{(r+a)^2}{(1+ra)^2}, \tag{11}
\]

\[
R_{\text{min}} = \frac{(r-a)^2}{(1-ra)^2}. \tag{12}
\]

Figure 4 (online color at: www.lpr-journal.org) Transmission spectrum of an all-pass ring and the two outputs of add-drop ring with the important spectral features indicated. $a = 0.85$, $r = r_1 = r_2 = 0.9$. Because of the additional losses introduced by the second coupling section, the add-drop rings has a broader peak. Also, coupling is further from critical coupling, resulting in a smaller extinction ratio.
For an add-drop configuration, we can define the same ER $T_{\text{max}}$ for the drop transmission. At resonance, the ER between through and drop port of an add-drop resonator is given by $\frac{T_{\text{max}}}{T_{\text{min}}}$. $T_r$, $R_{\text{min}}$, $T_{\text{max}}$ and $T_d$ are defined as:

$$T_r = \frac{(r_2a + r_1)^2}{1 + r_1 r_2 a},$$

(13)

$$R_{\text{min}} = \frac{r_2^2 a^2 - 2r_1 r_2 a + r_1^2}{1 - r_1 r_2 a},$$

(14)

$$T_{\text{max}} = \frac{(1 - r_1^2)(1 - r_2^2)a}{(1 - r_1 r_2 a)^2},$$

(15)

$$T_d = \frac{(1 - r_1^2)(1 - r_2^2)a}{(1 + r_1 r_2 a)^2}.$$  

(16)

The finesse is defined as the ratio of FSR and resonance width,

$$\text{Finesse} = \frac{\text{FSR}}{\text{FWHM}}.$$  

(17)

It is thus a measure of the sharpness of resonances relative to their spacing. The quality factor (Q-factor) is a measure of the sharpness of the resonance relative to its central frequency,

$$\text{Q-factor} = \frac{\lambda_{\text{res}}}{\text{FWHM}}.$$  

(18)

The physical meaning of the finesse and Q-factor relates to the number of round-trips made by the energy in the resonator before being lost to internal loss and the bus waveguides. This is a temporal phenomenon and must be examined with the transient response. The mathematics are described in numerous text books and publications [14, 17, 18]. The finesse is found to represent within a factor of 2π the number of round-trips made by light in the ring before its energy is reduced to 1/e of its initial value. The Q-factor represents the number of oscillations of the field before the circulating energy is depleted to 1/e of the initial energy. To define the Q-factor, the microring is excited to a certain frequency, and for an add-drop ring resonator:

$$\text{Q-factor} = \frac{\pi n_{\text{res}} L \sqrt{r a}}{\lambda_{\text{res}} (1 - ra)},$$  

(20)

$$\text{Finesse} = \frac{\pi \sqrt{r a}}{1 - ra},$$  

(21)

and for an add-drop ring resonator:

$$\text{Q-factor} = \frac{\pi n_{\text{res}} L \sqrt{r_1 r_2 a}}{\lambda_{\text{res}} (1 - r_1 r_2 a)},$$  

(22)

$$\text{Finesse} = \frac{\pi \sqrt{r_1 r_2 a}}{1 - r_1 r_2 a}.$$  

(23)

In order to increase the Q-factor, it is crucial to reduce the losses in the cavity. Propagation losses are diminished by high quality SOI material and high quality processing [19]. Bend losses might be reduced by design of adiabatic bends that curve smoothly instead of circular bends [20].

The formula for Q-factor suggests that a better Q is obtained for large L and small cavity loss, but these two terms are not independent since the accumulated propagation loss increases with the cavity length. Figures 5 and 6 present theoretical calculations of the variation of Q-factor and finesse as a function of cavity length for different propagation losses and for add-drop and APF configurations. In these graphs, an initial loss factor due to bends (0.04 dB) and couplers (0.035 dB for an APF and 0.07 for an add-drop ring), based on realistic values measured on silicon ring resonators. The resonators operate at critical coupling. $r = a$ in the all-pass configuration, $r_1 = r_2 a$ in the add-drop configuration. $r_2$ was set to 0.99.

With propagation losses set to 2.7 dB/cm (corresponding to waveguide losses in a silicon wire with air cladding in the imec fabrication process [1]), the highest Q-factor that can be obtained under the given conditions is about $1.42 \times 10^5$ with an APF resonator of approximately 10 mm roundtrip length. The highest Q-factor for an add-drop resonator would be $1.36 \times 10^6$ for almost 13 mm in length. However, a larger length also leads to a lower finesse.

2.4. Losses and coupling

As we will discuss in more detail when covering silicon rings, we can separate the losses into different contributions: waveguide propagation losses and losses in the coupling section. When we discuss a racetrack resonator, instead of a ring, we can add excess bend losses due to mismatch losses at the straight-bend transition. Losses in the coupling section originate from propagation losses, from additional sidewall roughness affecting the distributed intensity, and even from a mismatch in waveguide width caused by the fabrication process (see Sect. 3.1).

The roundtrip loss $A$ includes the three loss contributors summarized above:

$$A[\text{dB}] = A_{\text{propagation}} L + 2 A_{\text{coupler}} + 4 A_{\text{bend}},$$

(19)

with $A_{\text{propagation}}$ the propagation loss per unit of length, typically expressed in [dB/cm]. From Eq. (18) and (17) the Q-factor and finesse can be rewritten as a function of the physical parameters of an all-pass ring resonator:

$$\text{Q-factor} = \frac{\pi n_{\text{res}} L \sqrt{r_1 r_2 a}}{\lambda_{\text{res}} (1 - r_1 r_2 a)},$$  

(22)

$$\text{Finesse} = \frac{\pi \sqrt{r_1 r_2 a}}{1 - r_1 r_2 a}.$$  

(23)
2.5. Sensitivity

The resonance of the ring resonator depends on the optical roundtrip length of the ring, and the losses accumulated (all loss mechanisms combined, including coupling to bus waveguides). Therefore, ring resonators will be sensitive to a multitude of effects. That is why they are also attractive for use in sensing applications (see Sect. 4.3). We define sensitivity as the amount of wavelength shift \( \Delta \lambda_{\text{res}} \) caused by a certain amount of whatever effect we are studying, be it temperature, physical deformation or compositional changes of the waveguide core or cladding. A shift of the resonance wavelength \( \lambda_{\text{res}} \) is essentially caused by a change of the effective index of the resonant mode \( n_{\text{eff}} \). Based on Eq. (3), we get

\[
\Delta \lambda_{\text{res}} = \frac{\Delta n_{\text{eff}} L}{m}, \quad m = 1, 2, 3 \ldots
\]

where \( m \) is the order of the resonant mode. \( n_{\text{eff}} \) is influenced by the refractive index of the cladding, which is altered upon sensing. As we will see in the next section, in submicron silicon waveguides, the waveguide dispersion can not be neglected. A change of \( n_{\text{eff}} \) will primarily alter \( \lambda_{\text{res}} \), which in turn will influence \( n_{\text{eff}} \) due to the non-zero slope of \( \partial n / \partial \lambda \). In a first order approximation both effects can be decoupled:

\[
\Delta \lambda_{\text{res}} = \left( \frac{\partial n_{\text{eff}}}{\partial \lambda_{\text{res}}} \right)_{\lambda_{\text{res}}, n_{\text{eff},0}} \Delta n_{\text{eff}} + \left( \frac{\partial n_{\text{eff}}}{\partial n_{\text{eff}}} \right)_{\lambda_{\text{res}}, n_{\text{eff},0}} \Delta \lambda_{\text{res}} \cdot L
\]

With \( n_{\text{eff},0} \) at the initial resonance wavelength. After substitution in formulas (3) and (10) at \( \lambda = \lambda_{\text{res}} \), a compact formula for the resonance wavelength shift with first order dispersion will appear:

\[
\Delta \lambda_{\text{res}} = \frac{\Delta n_{\text{eff}} \cdot \lambda_{\text{res}}}{n_g} \Delta \lambda_{\text{env}}
\]

where \( \Delta \lambda_{\text{env}} \) is the effective index shift caused by an environmental change, \( \Delta n_{\text{eff}} = \left( \frac{\partial n_{\text{eff}}}{\partial \lambda_{\text{res}}} \right)_{\lambda_{\text{res}}, n_{\text{eff},0}} \Delta \lambda_{\text{env}} \).

From the variational theorem of waveguides, \( \Delta n_{\text{eff}} \) caused by a local change of dielectric constant \( \Delta \varepsilon(x, y) \), can be expressed as [21–23]

\[
\Delta n_{\text{eff}} = c \int \Delta \varepsilon E_{\phi} \cdot E_{\phi}^* \, dx \, dy
\]

where \( E_{\phi}(x, y) \) is the normalized modal electric field vector of the waveguide mode in the ring.

The ring response scales with the squared amplitude of the electric field at the perturbation and, therefore, with the fraction of the total modal power contained in the surface volume where the dielectric constant is modified. This fraction can be increased by changing the waveguide core dimension, and thus changing the confinement in any part of the core or cladding. A rigorous derivation of the sensitivity of \( n_{\text{eff}} \) of slab waveguides for variations of the environment was performed by Tiefenthaler et al. in [22].

2.6. Counterdirectional coupling

Each mode of a microring resonator can travel in two directions, the forward propagating mode, which is intentionally excited by the bus waveguide, and the backward propagating mode. Counterdirectional (or contra-directional) coupling is the mutual coupling between these two modes. When there is coupling, this will result in a net power transfer from the forward (deliberately excited) mode to the backward propagating mode, and this coupling also causes distortion to the ideal Lorentzian-shaped spectrum by resonance-splitting. To understand resonance-splitting due to counterdirectional coupling, we describe this system in temporal coupled-mode theory (TCMT) [18, 24, 25].

Consider an ideal resonator (e.g. circular symmetric, with perfect sidewall smoothness and without a coupling section), where the forward and backward traveling-wave modes are uncoupled, frequency-degenerate eigenmodes of the system. However, in practice, small perturbation which
can be felt by the optical mode can break this symmetry and couple the two traveling-wave modes. The traveling waves are then no longer uncoupled. However, the system will have two new eigenmodes (linear combinations of the original travelling-wave eigenmodes) which are uncoupled. In the case of a single point-like perturbation in the ring, such as the coupling section, the new eigenmodes are pure standing-wave modes, symmetric \((a_{\phi})\) and antisymmetric \((a_{\theta})\) w.r. to the perturbation [18]. Forward propagating light in the waveguide will then excite the symmetric and antisymmetric mode 90° out of phase. Due to symmetry breaking, these uncoupled eigenmodes are no longer degenerate, resulting in a resonance frequency shift and thus the spectrum will show resonance-splitting.

In principle, this perturbation could be induced by the presence of a bus waveguide [24], since the two standing waves will feel a slightly different environment (effective refractive index) causing the supermodes to resonate on a slightly different frequency. From the traveling-wave viewpoint, the directional coupler is then a periodically phase-matched scatterer into the backward propagation direction, thus building up the power in the counterpropagating mode and splitting the supermodes. A good introduction about the modelling of the back-reflection caused by the coupling section can be found in [26]. Also sidewall-roughness-induced backscattering has been predicted [27] and demonstrated [25, 28] to lead to deleterious resonance splitting.

As we will see in Sect. 3, in silicon waveguides the impact of the bus waveguide will rather be small in comparison with the impact of sidewall corrugation, such that the former effect can be ignored. However, in higher-order filters, with several coupling sections, it might limit designers to obtain a good extinction ratio. A solution has been proposed in [24] by choosing for a longer and weaker directional coupler that covers several propagation wavelengths of the ring mode, thus reducing the difference in environment between the modes.

Little et al. show in [27] that if the time to deplete the ring due to counterdirectional coupling becomes smaller than the time to charge up the ring to its steady-state value, resonance-splitting becomes visible in the spectrum of the resonator. This behavior is usually translated into \(R > k^2\) with \(R\) the mutual coupling between the forward and backward propagating mode and \(k\) the external coupling. Because it is often desirable to keep \(k\) low to achieve a narrow line width, even minor reflections will cause problems in high-Q devices.

Next to resonance-splitting, counterdirectional coupling also causes power reflecting back into the input waveguide and/or the add-port. These reflections are usually referred to as surface-roughness induced backreflection which is common present in any high-index-contrast waveguide design and can accurately be quantified by inverse Fourier transforming the spectrum [29]. This backreflection is strongly enhanced by the resonances of the ring and increases with the groups index of the ring [30].

Even for a single given ring, the resonance splitting can strongly vary between different resonance wavelengths [31]. Following the arguments in [27], the depth of the sidewall corrugation is mostly considered as a stochastic variable, corresponding with a gaussian correlation function with a fixed variance and correlation length. Both the variance and correlation length are determined by the fabrication process. The randomness of the roughness induces the unpredictability of the backscattering level at the different resonance wavelengths.

Recently it was experimentally demonstrated that backscattering is indeed a wavelength dependent random process whose statistics is independent of the shape, size, refractive index contrast, and technology of the waveguide [32]. However, it has been reported [33] that when resonators are fabricated with electron beam lithography, the surface-roughness can be semi-periodic, as it could consist of a group of ridges which have similar amplitude and period. In such case the roughness is better modeled as a quasi-grating. This reduces the unpredictability of the backscattering at a certain wavelength, as the backscattering level now becomes a deterministic function of the wavelength. It is expected that controlling the shape of the quasi-gratings in the fabrication process enables to design micro-resonators with predefined backscattering levels in a given wavelength range. Predicting the amount and occurrence of resonance-splitting enables new possibilities of applications such as fast light [34] and dense wavelength conversion [35].

3. Ring resonators in silicon

We will now apply the concepts in the previous section to silicon nanophotonic waveguides. First, we will discuss the peculiarities of silicon wires, and what makes them different from traditional waveguides. We will also discuss the directional coupler section. Then we will explore silicon ring resonators in detail, their sensitivities, but also their tuning potential and nonlinear properties.

3.1. Silicon waveguides

SOI waveguides channel light through transverse and lateral confinement in a silicon core \((n=3.47)\) surrounded by a silicon oxide bottom cladding \((n=1.44)\) and a low index top cladding (oxide or air). In most cases, silicon waveguides are fabricated using e-beam or optical lithography and reactive ion etching, often on CMOS manufacturing tools [1, 19, 36, 37].

To comply with a single-mode condition (for one polarization, at 1.55 μm wavelength) the cross section dimensions should be submicrometer in size, with typically increasing widths for decreasing thicknesses. Cross sections vary from a wide, thin 600 × 100 nm [38] to a square 300 × 300 nm [39]. The most commonly used dimensions are between 400 nm and 500 nm in width, and between 200 nm and 250 nm in height [1, 6, 37, 40]. The index contrast between core and cladding is very high, this gives rise to very strong confinement which enables light guiding in bends with very small radii without radiation losses.
At the core/cladding interface, the normal component of displacement $D = \varepsilon E$ must be continuous. Therefore the field amplitude at the cladding side of the interface will be stronger for a mode with the dominant $E$-field polarized normal to the interface. If the waveguide width is larger than its height (the most commonly used geometry), the ground mode will have a quasi-TE polarization, with a strong discontinuity on the sidewall surface. Likewise, the TM mode will have a discontinuity on the top and bottom surface. Figure 7 illustrates the mode profiles for a waveguide with 450 nm width and 220 nm height.

Propagation losses in silicon wires originate from multiple sources, and recent advances in process technology (in various groups) have brought the losses down to 2–3 dB/cm [19, 37, 41] with air cladding and less than 2 dB/cm with oxide cladding [20, 41]. This difference can be explained by looking at different loss contributions.

Light scattering at sidewall roughness is considered to be the strongest effect [42, 43]. Due to the nature of the lithography fabrication process, roughness on the vertical sidewalls of the waveguide is unavoidable. This is visible in Fig. 8. A lot of effort is put into the optimization of fabrication processes to minimize the surface-roughness. The losses are correlated with the periodicity of the roughness as well as its dimensions, and scale dramatically with the index contrast [44–46]. The sidewalks are expected to exhibit a larger roughness than the typical fabrication process involves a dry etch process. Scattering at top surface roughness is much less severe: the RMS roughness induced by the polishing process is much smaller at about 0.1 nm [42–44].

Besides minimizing the surface-roughness by fabrication optimization, theoretical approaches based on three-dimensional analysis have been developed to adjust the cross section for a certain polarization to minimize the scattering and backscattering efficiency [47, 48]. However, one might be limited in designing the cross section by other effects such as polarization rotation and coupling to higher order modes, both resulting in an increased loss. A surface-roughness optimized waveguide cross section for TE-polarized light is presented in [38] for TE-polarized light. With a height of only 100 nm and a width of 600 nm, this cross section is still single mode and has 7× less scattering loss than a standard design of width 220 nm and height 450 nm. This improvement is estimated based on Fig. 12(e) in [48] and is explained by the lower overlap of the mode with the vertical sidewalks. Both configurations are illustrated in Fig. 7(a) and (b). The consequence of this improved design is the lower confinement of the mode in the silicon waveguide resulting in an increased bending loss and thus limiting the maximum achievable FSR. Similarly, one can use a rib waveguide defined by a partial etch, which also has less sidewall surface, and weaker confinement [20].

Also, sidewall treatments can reduce the roughness, and in turn reduce propagation losses [42, 49]. Or by using thermal reflow techniques the waveguide core can be reshaped, resulting in a smooth curved surface of which the shape is dictated by surface tension [50].

Additional sidewall-induced loss mechanisms include dangling bonds which introduce surface state absorption. For high powers, two-photon absorption and free carrier absorption contribute to the non-linear absorption (see Sect. 3.7) [51, 52]. Also, light can be coupled to radiative modes in the substrate, this substrate leakage decreases...
exponentially with bottom cladding thickness [53]. For a bottom oxide of 2 μm, these losses are negligible for the TE ground mode and in the order of 0.001 dB/cm for the TM ground mode [43]. The fundamental lower limit of propagation losses is associated to Rayleigh scattering, caused by deep sub-wavelength index perturbations in the bulk of the waveguides. When using high-quality crystalline SOI material, Rayleigh scattering inside the waveguide core material is expected to be extremely low.

The strong modal confinement (for TE-polarization) in SOI wires allows for very sharp bends (radius down to 3 μm) with still low radiation as compared to bends in conventional waveguides (radius down to 100 μm). However, both the substrate leakage and scattering loss might be influenced by waveguide bending, as the mode is pushed outwards (more with sharper bends). Excess bending losses of a 500 nm waveguide bending, as the mode is pushed outwards (more with sharper bends). Excess bending losses of a 500 nm wide SOI waveguide amount to 0.01 dB/90° for a 4.5 μm bend, to 0.071 dB/90° for a 1 μm radius bend [19]. This excess bending loss of a circular 90° bend includes mode mismatch at the straight-bend interface, coupling between TE and TM modes, as well as higher order modes in the bend section and propagation loss in the bends. As bends are an essential component of a ring resonator, the excess bend loss should be kept under control. This can be accomplished by tuning the waveguide cross section [54] or by engineering the bend shape [20].

The patterning process itself can also introduce unwanted effects depending on the density of the structures. During lithography, (optical) proximity effects can introduce linewidth changes which depend on neighboring structures, and during etch, the etch rate can vary based on local density (so-called loading effects). This is especially relevant in the coupling section, where proximity effects can result in a rather abrupt change in line width when the waveguides come close together [19]. Also, the loading will impact the line width but also the uniformity of the ring resonators [42, 55].

While in general TE-light is the preferred polarization, as TE is the ground mode of the waveguide, there are advantages to using the TM mode: Because of its lower overlap with the sidewalls, it will experience less scattering, but more essentially, less backscattering. It has been successfully demonstrated to achieve high-Q microdisk resonators [28] (whispering-gallery modes) and microring resonators [31]. Using TM-polarized light in a waveguide cross section of 500 nm × 220 nm, as shown in Fig. 7(c), more than an order of magnitude less scattering loss is expected, based on [48]. This is a result of two effects: First, the electrical field of the TM mode is oriented mainly in the vertical direction, so no discontinuity is created on the vertical sidewalls. Secondly, the TM mode is less confined in the vertical direction (n_eff = 1.89), which results in a smaller modal overlap with the vertical sidewalls. Theoretical predictions by [48] have been verified by backscattering measurements in [29].

Because of the high index contrast, silicon wires are highly dispersive. This means that the effective index of the propagating mode is wavelength dependent, so monochromatic waves of different wavelengths will travel through the waveguide with different velocities. This causes propagating pulses (that comprise a sum of monochromatic waves) to broaden and to be delayed (more than due to ordinary waveguide dispersion). An SOI photonic wire has a normal first-order dispersion in the wavelength range of interest and for the dimensions we performed the characterization on: $\frac{d\beta_1}{d\lambda} < 0$ [43, 56, 57]. At $n_p = 4.3$, the group index is almost twice as large as the effective index. This has a large impact on the spectral characteristics of a ring resonator.

Also, because of the high index contrast and small core size, photonic wires are exceptionally sensitive to dimensional variations. In [42,43] the effect of width and thickness changes on the effective index is analyzed. As discussed above, this is relevant to ring resonators as the effective index determines the optical roundtrip length.

### 3.2. Directional couplers

The most common way of coupling light from a waveguide to a ring resonator is through a directional coupler. In a directional coupler, two waveguides are brought close together: This can be done either in a horizontal (side-by-side) arrangement [58, 59] or in a vertical arrangement [60]. Alternatively, multi-mode interferometers can be used [61].

As we discussed, the coupling between the bus waveguide and the ring needs to be well controlled to design ring resonators with the desired spectral features. Therefore, a good understanding of the coupling section is crucial. Especially for multistage ring resonators (see Sect. 3.4), the design of reproducible directional couplers is one of the main bottlenecks to achieve accurate operation. As silicon photonic wires are very sensitive to variations, we expect similar effects in directional couplers.

A typical SEM cross section is shown in Fig. 9. Their theoretical behavior is well documented [62, 63], however few experimental studies are reported in literature. The coupling between two straight waveguides can be derived in a rather straightforward way, but in reality a directional coupler will also contain a section where the two waveguides are brought together. We can determine the full coupling of a directional coupler experimentally from ring resonators [64], but it is also possible to experimentally measure the coupling strength.

![Figure 9 SEM cross section of typical SOI directional coupler.](image-url)
This can be done by introducing the coupler as the splitter or combiner of a Mach-Zehnder interferometer (MZI). The combiner is a symmetric 2 × 1 MMI which inherently will give a balanced combination (but for unintentional asymmetries introduced by fabrication). The concept is illustrated in Fig. 10. Because of the delay line, the MZI transmission will go through minima and maxima when sweeping the wavelength. When both the splitting and combining ratios are balanced, complete constructive and destructive interference will occur, and the minimum will have zero transmission. If the splitter is not perfectly balanced, we can extract the imbalance from the wavelength dependent ratio between adjacent minima and maxima of the output spectrum. When calculating the transmission of the entire device, we obtain [65]

\[ E_{\text{out}} = \frac{1}{\sqrt{2}} k e^{-j\phi_1} E_{\text{in}} + \frac{1}{\sqrt{2}} \sqrt{1 - k^2} e^{-j\phi_2} E_{\text{in}}, \]

\[ I_{\text{out}} = \left| E_{\text{out}} \right|^2 = \frac{1}{2} \left( 1 + 2k \sqrt{1 - k^2} \sin(\Delta \phi) \right) I_{\text{in}}. \]

With \( \phi_1 = \beta L_1, \phi_2 = \beta L_2 \) and \( \Delta \phi = \phi_1 - \phi_2 \). The directional couplers are assumed to be lossless in this calculation. As the coupling ratio of the directional couplers is wavelength dependent (especially for longer couplers), the extinction ratio (ER) between adjacent minima and maxima will vary as a function of wavelength, and can be extracted by fitting envelopes on the minima and maxima of the transmission of the MZI. From the ER we can calculate the wavelength dependent amplitude cross-coupling coefficient \( k \):

\[ ER = 10^{-\frac{ER_{dB}}{10}} = \frac{1 + k \sqrt{1 - k^2}}{\frac{1}{2} - k \sqrt{1 - k^2}} \]

\[ \iff k^2 = K_\pm = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 - \left( \frac{ER - 1}{ER + 1} \right)^2}. \]

By now sweeping the coupling length (\( L \)) of the directional couplers, we can extract the coupling strength per unit of length, as well as the residual coupling induced by the bend sections, and this as a function of wavelength: The \( L \) sweep can be used to fit the power coupling coefficient to a sine squared and obtain the coupling coefficient per unit distance \( k \left[ 1/\mu m \right] \) and the offset coupling coefficient due to the bend sections \( k_0 \):

\[ K(\lambda) = k(\lambda)^2 = \sin^2(\kappa(\lambda)L + k_0(\lambda)). \]

This is only valid in the case where the coupling section is symmetric (i.e. both waveguides are identical), but the derivation could be expanded to asymmetric coupler sections. The fitting to a \( \sin^2 \) can also produce ambiguous results which can be eliminated with proper data fitting.

In [65] the coupling efficiencies are extracted in this manner for oxide-clad and air-clad directional couplers around 1550 nm wavelength, for 4 different gaps. The results are for 427 nm wide waveguides and gaps between 195 nm and 260 nm. This result is reproduced in Fig. 11. As expected, the coupling-per-length \( k \) increases with longer wavelengths because of the lower mode confinement of the waveguide. For the same reason, the coupling for oxide-clad waveguides is higher than the coupling for air-clad waveguides. The residual coupling \( k_0 \) is very sensitive to dimensional deviations, wavelength and fitting errors and hence shows a larger variation.

Good couplers are required to design rings with a good extinction ratio, as in that case critical coupling is required. In [66] an elaborate parameter study of ring coupling sections is performed to design good coupling sections for different ring and waveguide geometries.

### 3.3. Single silicon ring resonators

#### 3.3.1. Characterizing a resonance

In Fig. 12 we show the transmission spectra around one of the resonance wavelengths at the pass, drop and add port of two microring resonators with gap of resp. 200 nm and 400 nm and a 5 μm radius. The spectrum is scanned using a tunable laser with 1 pm resolution, and fitted to a Lorentzian with a least-squares fitting method and scaled before determining the FWHM and the extinction parameters \( R_{\text{min}} \) and \( T_{\text{max}} \). Both microrings consists of the waveguides with the cross section depicted in Fig. 7(a) and have symmetric coupling sections. We use the TE mode of the waveguide. The 5 μm radius fixes the FSR to \( \approx 17–18 \) nm.

Using similar techniques as in [67] we can estimate the loss and coupling coefficient for the 200 nm gap ring. Assuming symmetric coupling and neglecting the backscattering we get \( a = 0.97, k^2 = 0.10 \). For this ring, \( \lambda_{\text{add}} \approx 200 \) pm, which results in a Q-factor of \( \approx 8 \cdot 10^3 \). There is 5 dB difference in insertion loss (IL) between add and drop port. As
Figure 11: Experimental extraction of directional coupler efficiencies based on the structure in Fig. 10. Measured coupling coefficient per unit length $\kappa$ [1/μm], initial coupling coefficient $\kappa_0$ and beat length $L_\pi$ versus wavelength. Waveguide widths = 427 nm, top two graphs: air cladding, bottom graphs: SiO$_2$ cladding. Reproduced from [65].

Figure 12: Spectra at the pass, drop and add port for a microring resonator with radius 5 μm and a gap of (a) 200 nm and (b) 400 nm using TE-polarized light and with cross section depicted in Fig. 7(a). In (b) the Q-factor becomes high enough to see resonance splitting. Moreover the output power level at the add port becomes comparable with the output power level at the drop port.

As the gap increases, coupling decreases, which causes an increase in Q-factor: we get a Q-factor of $\approx 8 \cdot 10^4$ for the 400 nm gap ring. For this ring we clearly see resonance splitting, which makes the determination of $\kappa^2$ and $\alpha$ more difficult. The resonance splitting of $\approx 70$ pm is broader than the 3dB-bandwidth $\lambda_{3dB} \approx 20$ pm, so we can clearly resolve two peaks in the spectrum, which means $R > k^2$. Backreflection is clearly non negligible for this coupling geometry, as besides the resonance splitting also the insertion loss at the add port is of the same order of magnitude as the insertion loss at the drop port. Thus not only the spectrum is consid-
erably disturbed, but also the direction of the power flow in the microring is heavily modified. Similar remarks hold for the other resonance peaks in the spectra of both rings. These two examples clearly illustrate backscattering is a major issue when trying to design circuits based on high Q-rings.

3.3.2. FSR and group index

The group index can be determined experimentally by measuring the FSR of ring resonators with various round trip lengths: the test device is a rounded rectangular resonator (bend radius 4.5 μm), with a variation of the vertical straight section, while the coupling sections of 2 μm remain unaffected. Figure 13 shows the FSR as a function of the round trip length of a racetrack add-drop resonator. The waveguide dimensions are 450nm × 220nm. The group index \( n_g \) is determined by fitting formula (9) to the measured values of the FSR (measured \( n_g = 4.30 \)). In Fig. 14 we see the change in Q factor with the length of the ring, as we expect from (22).

![Figure 13](online color at: www.lpr-journal.org) FSR plotted as function of roundtrip length. We see the FSR \( \frac{1}{L} \) behavior from formula (9) corresponding to an \( n_g \) of 4.30.

![Figure 14](online color at: www.lpr-journal.org) Q as function of wavelength for different ring lengths, with a coupler gap of 150 nm.

3.3.3. Losses and coupling

On the same set of devices we perform the analysis from Sect. 2.4, for different values of the gap width in the coupling section (\( g = 150 \text{ nm}, 250 \text{ nm}, 400 \text{ nm} \)). We did not examine asymmetrical ring resonators because the error on measurements and fitting was too large to solve the system with three equations for \( a, r_1, \) and \( r_2 \). Therefore, we simplified the situation by using a symmetrical add-drop resonator. However, even then it is not straightforward to discriminate between the losses introduced by the coupling sections and those introduced by the ring itself. In an APF, \( a \) and \( r \) are even completely interchangeable, so it is not possible to distinguish them from the spectral characteristics. A first method to circumvent this issue was published by McKinnon et al. in [68]. They measure the transmission over a broad wavelength range and disentangle \( a \) and \( r \) based on how these parameters vary with wavelength. A second approach to solve this problem is, besides to determine the spectral intensity dependence of the microring, to measure the induced phaseshift of the resonator by inserting it in one arm of a nearly balanced MZI [16]. In an analogous way, using the combined information from the measurement of an add-drop filter and a complementary APF (i.e. with the same coupling gap), it is even possible to make a distinction between the loss in the coupling section and the loss in the ring waveguides [67]. A drawback of the approach to calculate ring parameters using the combined information from measurement of different, although complementary, structures is that chip-uniformity problems can disturb the results [69]. A third manner to disentangle \( r \) and \( a \) is to measure parameter sweeps of rings which differ only in one parameter (in this case the length of the straight section, or the gap width in the coupling section). Figures 15 and 16 plot the Q and finesse as a function of roundtrip length, for rectangular rings where only the roundtrip length is varied by changing the straight section that is not coupled to a waveguide. The bend radius and directional couplers

![Figure 15](online color at: www.lpr-journal.org) Q as function of roundtrip length, for rectangular add/drop ring resonators with different coupler gap widths. Error bars indicate variation over different peaks in the transmission spectrum.
are designed to be identical. We performed this sweep also for different coupler gaps. We see a similar behavior as we got from the simple analytical model, where the maximum achievable Q is limited.

### 3.4. Multiple ring resonators

To achieve performant devices, devices with multiple coupled or cascaded ring resonators are often designed, such as for band filters, multi-bit delay lines, slow-wave devices and multiplexed or high-sensitivity sensor functionality. The parameters of the individual ring resonators and the coupling between ring resonators and input/output waveguides give the degrees of freedom to be used in the design to tailor the device characteristics to the required specification.

The Vernier effect is often exploited to create filters with an extended FSR. A number of groups have demonstrated silicon ring Vernier filters [70, 71]. Similarly, using two coupled rings with the second ring having 1–2 times the circumference of the first ring, Tobing et al. have shown a finesse enhancement compared to single-ring structures, with finesse up to 100 ($Q = 30000$) [72]. Inserting such a structure into a Mach-Zehnder interferometer (MZI) yields a sharp resonance with a reduced background envelope and increased contrast ratio (ratio between on-resonance and off-resonance transmission) [73]. However, careful balancing of the MZI structure is needed, which is difficult to achieve in practice. Darmawan et al. inserted also a single ring into one arm of a Mach-Zhender interferometer [74]. Such device can operate in two regimes, being a double-fano resonance mode or a single resonance mode, depending on the ring-waveguide coupling parameters. In such a double-fano resonance mode the parameters can be designed so that a flat box-like filter response is obtained.

The design of multi-ring resonator circuits in silicon requires knowledge of effects with a particular influence in silicon: ring matching [69], process biases [19] and coupling-induced frequency shifting (CIFS) [24].

The resonance matching of ring resonators in a multi-ring device plays a critical role. As will be discussed in Sect. 3.5, even in tailored process technology, the uniformity of ring resonators closely placed to one another is of the order of 0.5 nm. This of the same order as the typical channel spacing used in a WDM system or resolution required sensor devices. In cascaded ring devices, this will lead to faulty devices if the rings are not tuned or trimmed. In coupled ring systems, it will give rise to inhomogeneous broadening.

In multi-ring devices, the absolute and relative dimensions of coupling gaps between ring resonators and with the input/output waveguides plays an important role in achieving the required specifications such as on crosstalk or insertion loss. Nanometer-scale deviations on the coupling gaps will give a noticeable effect. When using projection lithography, waveguide couplers with different gaps will have slightly different dose-to-targets. Therefore, this should be taken into account during the design cycle [19, 75].

Coupling-induced frequency shifting [24, 64] is a third well-known effect, related to the phase response of ring-waveguide (or ring-ring) couplers, which is particularly severe in silicon rings. Several research groups are still studying these effects as new models are needed to understand and predict CIFS [76, 77].

When adding ring resonators to a single bus waveguide on a fixed interval, one can create a side-coupled integrated spaced sequence of resonators (SCISSOR) [78], where it is possible to tune the dispersion and slow down light. As we can see in Sect. 4.2, it is possible to use them as an optical buffer. Also, complex filters can be constructed in this manner [79].

### 3.5. Sensitivity and uniformity

One of the major issues in using a high index contrast technology such as SOI for photonic devices is its sensitivity to dimensional variations. Deviations in the width or the height of the devices will cause a proportional shift in the spectral response (see Eq. (24)). Even within a chip, ring resonators which are designed to be identical may not have an identical spectral response after fabrication. This is a consequence of non-uniformity in the fabrication process in lithography and etching, resulting in a variation in width and height of the photonic wire in the resonator. In a ring resonator addition, the coupling gap uniformity also plays an important role [24, 64]. It is important to note that for uniformity, the average width and height of the devices should be matched over the circumference of the ring, rather than the absolute local width and height. This means the average $n_{eh}$ over the length of the cavity between two rings should be matched. The high contrast of silicon wires makes the waveguides so sensitive that variation in the ring dimension (width, height and coupling) due to mono-layers of atoms can be measured from the spectral response. Figure 17 shows a measured spectral response non-uniformity between two nominally ring resonators closely place with a chip to be smaller than that of a monolayer of silicon. The non-uniformity in the spectral response not only affects a single discrete device.
but also coupled and matched multiple rings in a circuit, such as a higher order ring filter [80].

The fabrication process is considered as the major cause of non-uniformity in the spectral response. It has already been demonstrated that within a chip a device uniformity within $<1\%$ is achievable by making use of advanced patterning and process design [69]. In [69] and [55] we have shown that the device non-uniformity depends on various factors such as mask errors, process non-uniformity within a chip and over a 200 mm wafer.

Also, within a chip, that is in a short distance scale (few 10s of $\mu$m), the local density of devices has greater influence than the global variations [55]. Figure 18 shows the shift in the resonant wavelength shift as a function of distance between ring resonators which are optically decoupled. Despite the optical decoupling, we observe a blue shift in the resonant wavelength when the rings are closely spaced. This shift recovers to the spatially isolated response when the rings move further apart. The change in resonant wavelength is a consequence of local density variation which in turn affects the dry etch plasma process. This is often referred to as loading [81, 82]. Hence it is not only the fabrication process variation that influences non-uniformity in device but also the circuit/device density. Thus it is important that these factors are taken into account while designing matched ring resonators in a circuit. In CMOS circuits this issue is overcome by balancing the density of the devices over the chip by using dummy structures. This technique can be applied to photonic circuits as well.

3.6. Tuning and trimming

As mentioned above variation in device dimensions due to fabrication process variation is inevitable. A solution to overcome these variations is either trimming or active tuning of devices.

The resonance wavelength of a ring resonator can be actively tuned in several ways. Thermal tuning is the most widely used technique, because of the large thermo-optic response of silicon. Thermal tuning exploits this to the effective index and thereby the spectral response, according to Eq. (24). Figures 19a and b show the drop spectrum and resonance wavelength shift of a 2nd order ring filter as a function of temperature respectively. In this case, the thermal energy was supplied to whole chip. However, in practice each device requires an individual heat source to address them separately. This is achieved by using micro-heaters, which can be placed either at the top or at the side of the device as a heat source with sufficient isolation to avoid optical loss. The most common heater configuration is placing the heater on top of the device [83–88]. However, other configurations such as a lateral placement can also be realized using CMOS processes [89].

Since the size of the micro-heater depends on the resonator size the efficiency is compared in terms of power required to detune the ring over its entire FSR [Watt/FSR]. This efficiency (lower values are better) depends on the heater material, heater layout and the thermal conductance of the material between the heater and the device. Micro-heaters are usually made using high-resistivity metals such as Titanium, Platinum, Nickel, Chromium and alloys of these metals. For instance, in the case of Titanium, the heater is often covered with gold or silicon dioxide to avoid oxidation of the metal at a higher temperature, which might result in poor reliability. Silicon dioxide, which is one of the most widely cladding/isolation material on which heaters are fabricated, has a very low thermal conductivity (1.38 W/mK) [90]. This has the advantage of limiting thermal crosstalk between neighboring heaters, but the disadvantage that the actual heat reaching the waveguide is relatively small. Despite this disadvantage, efficient heaters were demonstrated by clever design and additional post-processing. For an efficient heater, the transfer between the heater and the device through the isolating materials should have high thermal conductivity and at the same time the optical properties similar to silicon dioxide. It has been shown...
that such properties are possible with hybrid nanocomposites containing BCB and diamond nanoparticles mixtures with high thermal conductivity [91]. Another way of improving the efficiency is through better heater layouts. It has been shown that by using spiral resistive heater with efficient heat spreading design tuning powers as low as 20 mW/FSR have been demonstrated [92]. This efficiency can be further improved by reducing the heat loss and confining the heat flow to the device, which resulted in an efficiency of 2.4 mW/FSR but with a slow tuning speed of 170 μs [86]. A similar approach was followed in [93], where the silicon substrate was removed to improve conduction loss.

While thermal tuning is used to actively tune the resonance wavelength of the ring resonators, post-fabrication resonance trimming can be done to permanently change the spectral response of the resonator. Trimming of devices requires a permanent change in the effective refractive index through change in material property, mainly refractive index of the core or the cladding material. Since crystalline silicon is a physically passive material, trimming the refractive index without adverse optical effect is difficult. Hence trimming is mostly applied to the cladding material. It has been shown that by trimming the cladding refractive index either by using photo-oxidation of polymer cladding [94] or by inducing stress to BOx layer [95].

The advantage of trimming is that it can be done at the end of the fabrication process, and subsequently the rings can be modified to obtain an athermal behavior. This can be accomplished by combining the silicon with a cladding that has an opposite thermo-optic constant (i.e. most polymers) and engineering the waveguide cross section to balance the confinement in the core and the cladding [96]. However, this typically involves quite narrow waveguide, which have poor confinement and thus do not allow sharp bends.

### 3.7. Nonlinear effects in rings

Silicon photonic wires are an ideal platform for nonlinear photonics [97–100]. This because the tight confinement gives rise to high power densities for modest overall power, and also because silicon exhibits some (but not all) strong nonlinear effects. Some of the third-order ($\chi^{(3)}$) nonlinear effects that have been observed in SOI waveguides include stimulated Raman scattering (SRS) [101–103] (useful for amplification [104–107] and even lasing [108–110]), the Kerr effect which gives rise to self-phase modulation [111] or cross-phase modulation [112]. Two-photon absorption (TPA) can also be used for cross-phase modulation and cross-amplitude modulation [51, 52]. On top of those direct nonlinear effects, there come a number of secondary effects into play. TPA gives rise to additional free carriers, which in turn will absorb light (free carrier absorption of FCA) and introduce additional free carrier dispersion (FCD) [113]: effects which have been demonstrated to be useful for switching [51, 114]. Thermalization of the free carriers will generate heat in the waveguide, which gives rise to thermo-optic effects [115]. Silicon exhibits no native second-order nonlinearities, as it has a centro-symmetric lattice structure. However, it has been shown that breaking this symmetry by inducing strain gives rise to non-zero electro-optic effects [116].

Naturally, in a (ring) resonator these effects become more pronounced, as close to resonance we will see a strong increase in power density. In magnitude, the thermal effects are actually dominant, but they are slow. Bistable behavior has been demonstrated in silicon microring resonators [117, 118]: the increased optical power will result in a skewing of the resonance peak. This is illustrated qualitatively in Fig. 20 for the drop port transmission of an add-drop filter. At a certain power level, the resonance peak will fold back, resulting in three possible transmission levels, of which only two are stable solutions. This means that the ring transmission spectrum at such power levels will differ whether it is measured from long to short wavelengths or from short to long wavelengths (when using a swept laser source). Similarly, there will be hysteresis in the power transmission at a wavelength in the bistable region. The power requirement for thermal bistabilities depend on the Q of the ring.
The thermal nonlinearities translate the optical power into a phase shift. A similar effect occurs with the free carriers generated through TPA. The resulting free carriers can be used in a ring resonator to induce a non-linear change in the real part of the refractive index [115, 119]. These carrier effects are much faster than thermal effects. When combining both effects with a different time scale, this can result in self-pulsing behavior [120].

By definition, nonlinear effects will generate additional frequency components in a signal. As silicon has no intrinsic second-order nonlinearities, there will be no generation of second harmonics. However, the third-order nonlinearity (Kerr effect) is quite strong, and the resulting green emission of third-harmonic generation has already been demonstrated [121]. This also means that wavelengths in a waveguide are no longer independent, and that nonlinearities will generate new wavelengths through four-wave mixing (FWM) [122]. In FWM, two pump photons interact and result in two new photons (a signal photon and an idler) at different frequencies [123]. This can be used for wavelength conversion [124–127] and all-optical signal processing [128, 129]. Obviously, the total energy of the new photons should be the same as the energy of the original photons. Also, the signal and idler photons are correlated: This means the processes can also be used to generate entangled photons [130, 131].

In degenerate FWM, the two pump photons have identical wavelength, and the signal and idler are spaced evenly in the spectrum on both sides of the pump. This means that a single high-power pump will experience some spectral broadening as it travels through a non-linear waveguide [132]. However, for this effect to add up constructively over the length of the waveguide, the group velocity $n_g$ should be constant over the entire relevant wavelength band. To obtain this zero group velocity dispersion (GVD), the waveguide geometry should be engineered such that the geometrical dispersion counteracts the material dispersion. When using FWM in a ring resonator, the effect will be strongly enhanced by the cavity when the interacting wavelengths are on resonance in the ring. This means that the FSR of the ring should be really constant, putting the same restriction on the group index. In such a ring resonator, the FWM will now generate a comb of evenly spaced wavelengths [133]. At this time, no sizeable frequency combs have been demonstrated in silicon waveguide ring resonators.

Nonlinear effects can also generate interesting phenomena in coupled rings. For instance, in a SCISSOR consisting of all-pass ring filters on the same bus waveguide, it is possible to excite solitons propagating from one ring to the next [78].

4. Applications of ring resonators

Their simple concept and geometry makes ring resonators usable for a variety of applications. As a resonator, they can serve as spectral filters, which can be useful for communication purposes. This is especially true if the rings can be tuned. Also, because ring resonators store the optical energy in a resonance, they could be employed in optical delay lines. We discuss both these applications in somewhat more detail.

We already discussed the sensitivity of silicon microring resonators, and this makes the devices ideal for a variety of sensing applications. In essence, the shift in resonance wavelength can be used to sense anything that affects the optical properties of the silicon core or the cladding. This can be temperature [96] (silicon has a quite strong thermo-optic constant), or index changes due to changing composition of the top cladding [135]. They can even respond to direct physical deformation [136] and be used as a strain sensor. However, the use as sensor becomes more relevant when introducing selective mechanisms, which amplify the ring’s response to a specific effect. This can be done by chemically modifying the ring surface, to respond to e.g. specific gasses [137, 138]. However, the largest potential is in the combination with biochemistry to make sensors for specific biomolecules.

The final application which we will cover in more detail is the use of active ring resonators, where an active section is incorporated in the ring. This could be a fast phase shifter to shift the resonance, to make a modulator [139–141], or it could be a gain or absorption spectrum, to make a ring laser [142] or resonant detector [143], respectively.

4.1. Spectral filters and switches

Ring-based spectral filters are useful for telecommunication and data communication purposes to multiplex or de-multiplex WDM signals. Several techniques exist for such
multiplexers, ranging from interleaved MZI filters [6] to all-out (de)multiplexers based on arrayed waveguide gratings [6, 7] or echelle gratings [144, 145]. Ring resonators could also be used for banks of compact wavelength channel filters. However, while a good ring resonator could well meet the requirements for a WDM system in some circumstances, it will lack in tolerance to variations in fabrication and environmental changes (e.g. temperature), and this will require good process control to make the ring hit the exact wavelength without the need for large tuning currents [146]. Also, the shape of the resonance is far from ideal for a wavelength drop filter, and for high-speed signals (which have a bandwidth which is no longer negligible compared to the ring resonance width), the uneven pass band can introduce signal distortion [147].

Therefore, a higher-order filter is better suited for this purpose, as it can provide a more uniform pass band over a wider wavelength range, and at the same time have a larger extinction ratio outside the pass band [148]. Using a double ring resonator as a wavelength drop filter has an additional advantage: when both rings can be tuned individually, it becomes possible not only to move the resonance wavelength around (by tuning both rings in the same direction) but also switch the resonance on or off (by detuning the rings with respect to one another). This is illustrated in Fig. 21. This turns the rings into a wavelength-selective switch, which can drop a wavelength off a bus waveguide without disturbing the adjacent wavelength channels [134, 149].

4.2. Optical delay lines

Compact ring resonators are an attractive choice to realize optical delay lines or buffers in photonic integrated circuits [80, 150, 151]. Near resonance, the ring resonators will have a strong dispersion, and therefore a large group delay, storing the optical signal before releasing it. This large group delay, combined with a relatively large bandwidth and low IL provides an ideal combination for optical buffers. While the group delays generated by a single ring resonator are too small for practical applications, high order ring resonators can be used to increase group delay. Figure 22 shows the two most widely used delay line configurations: a SCISSOR consisting of all-pass filter, and a coupled resonator optical waveguide (CROW) [80, 152]. Temporal delay is not the only metric for an optical buffer. The achievable delay over a given bandwidth is also important. The delay-bandwidth product $T$ is therefore the most relevant metric for optical delay lines: in a communication system it is a measure for the number of bits that can be stored by a buffer. For a single ring APF buffer it is given as [153]

$$T_{APF} = \tau \Delta \lambda = \frac{1 + \tau_0}{\pi \sqrt{k}}$$  (29)

where $\Delta \lambda$ is the normalized bandwidth, $\tau_0$ is the maximum delay of a single ring, and $k$ is the coupling between the ring and the bus waveguide. For an APF buffer equation $T$ can be multiplied by the number of cascaded rings.
For a CROW buffer, $T_{\text{CROW}} = N/2\pi$, where $N$ is the number of cascaded rings. Figure 23a and b shows the measured temporal delay of a 50 ps pulse through APF and CROW buffer with a different number of cavities respectively. Using these configurations delays as large as 510 ps and 220 ps have been demonstrated in APF and CROW configurations, respectively [80]. These two configurations operate in two different modes. The APF is operated in bandstop (notch) mode, while the CROW is operated in bandpass (transmission) mode. Even though the APF configuration yields substantially higher delays, the IL at resonance is very high, making them impractical for implementing an optical buffer. CROWS, on the other hand, can be designed to have low IL with a moderate delay. In addition to the delay, the loss $A$ induced by the resonator has to be taken into account while comparing different buffer configuration. The figure-of-merit for a buffer can then be presented as,

$$FOM = \frac{\tau \Delta \lambda}{A}.$$  \hspace{1cm} (30)

In an ideal case, the effective delay from a high order APF should be multiples of a single ring delay, however, non-uniformity in the rings result in resonance wavelength variation, which eventually reduces the effective total delay. As mentioned earlier the variation can be actively tuned to align the individual ring to a designated resonance wavelength. It has been shown in other material technologies that the buffer can be thermally tuned over a wide range of delays [151, 154–156]. These tunable delays allow the buffer module to be adaptable to different data rate signals, or delay lines that can be switched on or off at will. Note that this is again a fundamental difference between an APF delay line and a CROW. By detuning the rings in an APF, the delay line can be switched off, making it transparent with only the residual physical delay of the bus waveguide. In a CROW, this can also be accomplished, but imprecise detuning can have a detrimental effect on the overall transmission of the CROW.

It has to be noted that even though ring resonators are an ideal choice for implementing compact optical buffers, the usable bandwidth is limited. In case of broadband buffers other options such as, spiral photonic wires can be used [157]. However, the disadvantage is that they are not compact, which might cause implementation difficult on the circuit level, and the delay is not widely tunable.

For more details on the properties of coupled resonator optical waveguides, the reader can refer to a focused review paper by Morichetti et al. that is included in this issue [158].

### 4.3. Label-free biosensors

In medical diagnostics, drug development, environmental monitoring and food quality control there is an increas-
Figure 24 A label-free ring resonator biosensor has a chemically modified surface, so that receptor molecules that are selective to the analyte are immobilized on its surface. First an aqueous buffer solution is flown over the sensor to determine the reference resonance wavelengths, that are proportional to the effective roundtrip length of the resonator. Then the test solution is flown over the sensor, allowing analyte molecules to specifically bind to the immobilized receptors in the evanescent field of the resonator waveguide, causing an increase of the effective roundtrip length of the resonator and a corresponding increase of each resonance wavelength proportional to the number of binding events.

Figure 25 (online color at: www.lpr-journal.org) Optical model of a layer in which biomolecular interaction takes place.
Figure 26 Wavelength shift $\Delta \lambda$ in function of layer thickness for a waveguide with dimension $480 \times 220$ nm. Reproduced from [65].

Figure 26 simulates the wavelength shift that occurs upon molecular interaction (and thus layer thickness $t_L$), using a mode solver and formula (25). In this case, $w = 480$ nm and $h = 220$ nm. For layer thicknesses up to 40 nm the sensor response is linear. This thickness is far beyond the thickness of molecular layers and thus forms no limitation. The validity of this model was verified experimentally [65]. From the graph in Fig. 26 the sensitivity for thin layers is determined to be $0.158$ nm/nm for the TE mode, and $0.290$ nm/nm for the TM mode. From Fig. 7 we know that the TM mode has a lower confinement, and this can explain the larger calculated sensitivity, but the lower confinement might also induce larger losses through bend radiation and absorption in the water cladding. For wavelengths around 1550 nm, the bulk absorption in water is as high as 10.9/cm [163]). This will have a dramatic impact on the attainable Q of the ring resonator, as can be extracted from Fig. 5. In Fig. 27 the calculated sensitivity is plotted for single mode waveguides with varying core width and fixed core height of 220 nm. Reducing the waveguide core dimensions will expand the waveguide mode, increasing the interaction with the surrounding cladding material and increasing the sensitivity. But pushing the mode outward will again increase water absorption losses.

For a sensor used in wavelength interrogation, the sensor resolution is the accuracy with which a wavelength shift can be determined, in other words, the minimum detectable wavelength shift $\Delta \lambda_{\text{min}}$. Together with the sensor sensitivity it determines the overall detection limit. $\Delta \lambda_{\text{min}}$ depends on the shape of the resonance spectrum, the noise, the fitting procedure and the measurement resolution [65].

An important characteristic of any sensor is its static detection limit, defined as the smallest quantity of the analyte that can still be detected. It is not only determined by the sensor sensitivity, a measure for how much the resonance wavelength shifts when molecules bind to its surface, but also by the amount of noise on the resonance wavelength signal [164]. The latter can be caused by index variations in the evanescent field of the sensor, small temperature variations and intensity or wavelength noise on the transmission spectrum, the impact of which is influenced by the extinction ratio and width of the resonance [165]. Shifts of narrow, sharp and deep resonances are more easily resolved when the transmission spectrum is susceptible to intensity and wavelength noise.

Published values of the detection limit are often determined with different methods, complicating a comparison. In the case of a biosensor, it can be expressed as the smallest detectable surface concentration of the analyte on the sensor surface (typically in pg/mm$^2$), with state-of-the-art values between 0.3 pg/mm$^2$ and 3 pg/mm$^2$ [166–168], which is already comparable with that of more mature label-free surface plasmon resonance sensors [169]. Due to the small size of silicon-on-insulator ring resonators, the corresponding absolute mass detection limit is very low. Reported values vary between 40 ag and 125 ag [166–168]. The detection limit can also be expressed as the smallest detectable volume concentration of the analyte in the test solution (e. g. in nanomolar or pg/ml), but this complicates a comparison even more, as it is also dependent on the mass transport of the analyte molecules to the sensor surface, the surface density of immobilized receptors and the affinity between analyte and receptor. A first aspect that has a positive impact on the detection limit, is a compensation of the temperature-induced drift with additional control ring sensors that are shielded from interaction with biomolecules by a cladding layer, but that are in thermal contact with the liquid [170, 171]. A second aspect which can considerably improve the detection limit beyond the static detection limit, is measuring the initial slope of the transient binding curve [171], in contrast to measuring the absolute wavelength shift at saturation. This method moreover improves the dynamic range and time to result.

Single-parameter measurements only provide limited detail and quantification of multiple biomolecular signatures can more fully illuminate complex biological functions [160, 169] An array of silicon-on-insulator ring resonator biosensors has already been applied to simultaneously detect multiple proteins [166, 167, 172] and oligonucleotides [171, 173].
To conclude, silicon-on-insulator ring resonators have in recent years been proven to be excellent transducers for label-free biosensing, comparing favorably with other label-free sensing techniques. The absence of a real need to integrate sources, modulators or detectors make this a very promising application for silicon photonics in the near future.

### 4.4. Active ring resonators

#### 4.4.1. Modulators

Apart from using rings as passive devices, i.e., where they filter optical signals or act as a sensor, they can also be used as an electrically actuated device. In the past few years, a lot of work has been invested by several groups in electro-optic modulators based on ring resonators. In a ring modulator (or a modulator based on any resonator), the resonator is tuned such that the operating wavelength is on the slope of the resonance peak. By then modulating the optical length of the ring, the resonance peak is shifted and the transmission/reflection of the cavity is changed. This is illustrated in Fig. 28.

When using ring resonators, the most commonly explored configuration is a single all-pass filter close to critical coupling [140, 141]. In this configuration, there is a strong dip in the transmission spectrum of the bus waveguide, which means that a large modulation depth can be achieved with a relatively small shift of the ring’s resonance frequency. Obviously, the modulation is more efficient as the slope of the resonance is steeper, i.e., when the ring has a higher Q and finesse. Also, it is best to operate the modulator in the linear regime, i.e., where the slope of the resonance is close to a straight line. However, this implies a penalty in modulation depth, and also introduces a certain IL. At higher Q, light is trapped in the ring for a longer time, and this will eventually limit the modulation speed of the ring. For fast modulators, rings with a Q of 5000–25000 are typically used.

The modulation of the effective index in the ring can be done with different mechanisms. We already mentioned that temperature can be used to this effect, but due to the relatively large time constants (\(\sim \mu s\)) this is not a suitable technique for fast signals. The most commonly used technique relies on manipulating the carrier density in the ring [174]. The refractive index and the absorption of silicon is influenced by the actual concentration of electrons and holes [113]. The most efficient mechanism in terms of magnitude is carrier injection in a p-n diode: The intrinsic zone is located in the waveguide core. By forward biasing the diode, majority carriers are forced into the core, strongly affecting the refractive index [2, 140, 175]. However, this mechanism is limited in operation speed by the recombination time of the carriers in the core (\(\sim ns\)). Better, one can start with a p-n diode in the core, which can be reverse-biased to increase or decrease the depletion zone in the junction. Because the effect moves around much less carriers, the effect is weaker, but it is also potentially much faster, as it is not limited by recombination times, but rather by the capacitance of the junction and the carrier saturation velocity [176–179]. Manipulating the carrier density in the ring will not only result in a modulation of the effective index, but also of the absorption. This, in turn, will have an effect on the Q of the ring [180]. When injecting more carriers, the Q will decrease, and thus also the slope of the resonance. In addition, changing the Q will also move the ring away from critical coupling, potentially reducing the achievable modulation depth.

An advantage of ring resonators for modulation is that they are quite compact and can be actuated directly as a lumped element, even at high speeds (10–25 GHz). Also, the relatively small area limits the necessary power to modulate. Therefore, ring modulators currently hold the best track record in terms of modulation energy per bit [139, 174]. However, it is essential that the edge of the transmission dip is spectrally aligned with the operating wavelength of the source. This will require good process control, but ultimately a tuning mechanism to compensate for external influences, such as thermal variations. The modulator could be tuned by applying a bias to the modulation voltage, but as the modulation effects are typically quite small, in most cases the tuning range will be too small. Adding thermal tuning will help, but it can only be used in one direction (heating not cooling). This means that, too compensate for thermal fluctuations in the chip, the operating temperature must be set near the upper boundary of the operation specs. This means continuous heating is required, which translates in an additional power consumption, negating partially the low

![Figure 28](online color at: www.lpr-journal.org)

Schematic of a ring modulator. (a) Top view: the ring has an active section, where a (b) diode is embedded in the cross section. (c) When biased, the transmission drops: The modulator is operated on the slope of the ring.
energy consumption of the ring modulator. In addition to the spectral alignment requirements, the phase response of the modulated ring resonator can induce chirp in the signal if the signal bandwidth occupies a significant fraction of the ring linewidth.

4.4.2. Hybrid silicon rings

Instead of incorporating an active silicon section in the ring resonator, it is also possible to heterogeneously integrate other materials in the ring cavity, especially when those materials can introduce gain. The most obvious materials for that purpose are III-V semiconductors [10, 11, 181], which are widely used for semiconductor laser diodes.

Integrating III-V material on silicon is generally done by bonding techniques, either using direct bonding [11, 182] or using an adhesive material [12, 181, 183]. A thin film of III-V material is brought in close proximity to a silicon waveguide, enabling evanescent coupling, and when pumping the III-V material, optical gain. When incorporating such a gain medium in a ring, a laser cavity is formed [142]. However, the transition between silicon and the gain section can introduce losses (which should be overcome by the gain section) and reflections (which can generate additional counterdirectional coupling). When a ring is sufficiently large, there can be multiple resonances within the gain bandwidth of the III-V material. The evenly spaced peaks (which can require some dispersion engineering, see Sect. 3.7) can be used to create a mode-locked laser [142]. Alternatively, one can integrate an active region over the entire ring, using optical pumping to generate gain [143, 184].

The same type of integration can be made to an integrated III-V photodetector [13]. As the detector is embedded in the ring resonator, it will only respond to the ring resonant frequencies [143, 184, 185]. However, the loss introduced by the detector should be sufficiently small not to quench the ring resonance too much.

Alternatively, it is possible to implement the ring entirely in the III-V material: The silicon bus waveguide is now vertically coupled to the cavity. This eliminates the additional source of loss in the ring, and also enables a much stronger overlap of the optical mode with the gain medium. Most implementations of this principle rely on III-V disks rather than rings, as this facilitates the electrical contacting [12, 143, 186, 187].

5. Summary

In this paper, we have tried to give a comprehensive overview of the already prolific field of silicon microring resonators. The high confinement of silicon has made it possible to make resonators with an extremely small bend radius, footprint and a wide FSR. Especially this last property made it possible to build new functionality in silicon rings which was hitherto not possible in other materials. Over the past decade, the advances in silicon photonics have made these rings suitable for a variety of purposes, from filters over sensors to the use in active devices such as modulators and lasers.

However, as we have discussed, not all aspects of silicon ring resonators are perfectly understood, and the high refractive index contrast of the silicon/oxide/air material system makes the silicon waveguides (and hence the rings) vulnerable to all kinds of imperfections, which in ring resonators translates into a variation in resonance wavelength, quality factor, counterdirectional coupling and resonance splitting.

The field of silicon ring resonators is very much alive, and better understanding a technological advances will definitely give us many exciting results in the coming decade, both in new physics as in valuable applications.
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